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RL 
 Decisions 

Observations 
Consequences 



Examples 
• Fly stunt manoeuvres in a helicopter 
• Defeat the world champion at Backgammon 
• Manage an investment portfolio 
• Control a power station 
• Make a humanoid robot walk 
• Play many different Atari games better than humans 



Characteristics of Reinforcement Learning 

• There is no supervisor, only a reward signal 
• Feedback is delayed, not instantaneous 
• Time really matters (sequential, non i.i.d data) 
• Agent's actions affect the subsequent data it receives 



Deep RL 
• DL : end to end training of expressive multi-

layer models 
• Use DL to allow RL algorithms to solve 

complex problems end to end! 













When to “sequential decision making”? 

• Limited supervision 
• Actions have consequences 



Beyond Learning from reward 
• Basic RL deals with 

maximizing rewards 
• This is not the only problem 

that matters for sequential 
decision making! 

1. Learning reward functions 
from example (inverse RL) 

2. Transferring skills 
between domains 

3. Learning to predict and 
using prediction to act 

 



• Imitation Learning: supervised learning for 
decision making 
– Does direct imitation work? 
– How can we make it work more often? 

• Inferring Intentions 
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