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SUMMARY

In this paper, the problem of ensuring packet delivery ratio and high network lifetime in wireless sensor networks (WSNs) in the presence of single or multiple jammers is studied using Single-Leader-Multiple-Followers Stackelberg game theory. A topology control scheme is proposed, in which the sink node, which acts as the leader, identifies the set of jamming affected nodes. On the other hand, the sensor nodes, which act as followers, need to decide an optimum transmission power level, while ensuring an optimal set of neighbor nodes covered. A scheme, named TC-JAM, for ensuring packet delivery ratio, while avoiding jammers and increasing network lifetime in WSNs, is proposed. In existing literatures, the sensor nodes are envisioned to be equipped with multiple interfaces, while having access for multiple channels. However, in TC-JAM, the sensor nodes have simple hardware with single interface for communication, i.e., the sensor nodes have single channel for communication. Additionally, in the proposed scheme, TC-JAM, each sensor node has a provision to vary its transmission power according to the chosen strategies. Using TC-JAM, the energy consumption of the overall network reduces by up to 62%, and the network lifetime increases by 56-73%.
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1. INTRODUCTION

WSNs are highly vulnerable to the different types attacks [1]. Jamming [2] is one of the popular ways of attacking WSNs [3]. The jammer nodes transmit radio signals in the same frequency as that done by the normal nodes. Thus, the jammers restrict communication between the nodes. Hence, due to multiple unsuccessful retransmissions, the network lifetime gets reduced. The communication of the nodes gets affected due to presence of jammers. Therefore, if the jammers stop sending jamming radio signals, the nodes starts behaving normally. Hence, the effect of jamming is temporary in nature.

1.1. Motivation

In the existing literature, researchers have considered several kinds of jammers. Jamming can be done using a single transmitter or by a jamming station consisting of multiple transmitters. Mpitziopoulos et al. [4] classified the jamming nodes to be divided into four categories of jammers
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— proactive or constant, deceptive, random, and reactive. In this work, we consider that the jamming nodes can follow any of the aforementioned jamming models. Hence, in case of jamming, the jammers keep wireless channel busy, causes interference, and corrupt the transmitted packets. In the existing literature, several jamming node detection techniques and models to countermeasure the jamming effects are proposed. However, these approaches are hard to realize in real-life scenarios. Additionally, in existing literature, the sensor nodes are envisioned to be equipped with multiple interfaces, while considering that the sensor nodes can communicate through any of the available multiple communication channel. Mpitziopoulos et al. [4] surveyed the difficulties encountered with the existing countermeasure mechanisms — regulated transmitted power, antenna polarization, frequency-hopping spread spectrum, direct-sequence spread spectrum [5], directional transmission, and use of ultra wide band (UWB) technology. However, in the existing literature, no topology control mechanism is envisioned for anti-jamming, while deciding the transmission power level in a dynamic and distributed manner with consideration that the sensor nodes are equipped with single interface for communication.

1.2. Contribution

We focus on ensuring high network lifetime in the presence of jamming nodes in WSNs, while maintaining the packet delivery ratio intact. In this work, we consider that all nodes are able to modify their transmission power levels according to their requirements. Initially, each node decides an optimum transmission power level, while covering the optimum number of neighbor nodes. On the other hand, the sink node finds out the set of jamming affected nodes, based on the information provided by the nodes deployed in the network. The contributions of this work are summarized as follows:

a) In this paper, we propose a topology control scheme, named TC-JAM, for the sensor nodes with single interface in the presence of jamming in wireless sensor networks. TC-JAM confirms the integrity of packet delivery, while ensuring minimal energy consumption and increased network lifetime. In this process, the sink node collects the neighbor node table information from each node and tries to detect jamming affected area.

b) The proposed topology scheme ensures increase in network lifetime. We consider that the sensor nodes have single interface for communication, as these nodes are energy constrained and need to have simple hardware interface.

c) We propose a topology control mechanism, using which each node decides an optimal transmission power level, while ensuring the coverage of the optimal set of neighbor nodes.

d) For topology control, we use the Single-Leader-Multiple-Follower Stackelberg game. The sink node acts as the leader, and the sensor nodes act as the followers. We propose an algorithm for nodes to avoid jamming, while exploring topology control with modifying the transmission power levels.

1.3. Paper Organization

The remainder of the paper is organized as follows. We briefly present the related literature in Section 2. Section 3 describes the system model, while mentioning the assumptions. In Section 4, we formulate the game-theoretic method using the Single-Leader-Multiple-Follower Stackelberg game, and, thereafter, we establish the existence of Stackelberg equilibrium in Section 4.3. In Section 5, we also propose the different constituent algorithms of the scheme, TC-JAM, and discuss their performance in Section 6.4. Finally, we conclude the paper while citing few research directions in Section 7.
2. RELATED WORK

In the last few years, lot of research work on jamming in WSNs emerged, viz., [6–17]. Some of the existing literature are discussed in this section. Using Bayesian game, Garnaev et al. [17] studied jammer type identification to determine whether a jammer is a random jammer or an intelligent jammer. The authors formulated the problem as a dual linear programming problem. In this problem, the nodes identify the type of attack based on previous knowledge of jamming attack, and try to reduce the effect of jamming. Similarly, Xiao et al. [18] proposed an anti-jamming scheme, where the secondary users (SUs) try to estimate the transmitted jamming power. Thereafter, each SU decides the power required for transmission, while suppressing the jamming effect. For this problem, the authors used a Stackelberg game-theoretic approach. Sheikholeslami et al. [19] proposed an energy efficient routing scheme for wireless networks in the presence of jamming while calculating an approximation to the link outage probability. In another work, Hamouda et al. [20] proposed a new coalition game in presence of jammer, while considering that coalition value depends on the SUs’ spectral efficiencies, the inter-SUs interference, and the interference caused to the primary user. Khan et al. [21] proposed a slotted based adaptive scheme for channel access in the presence of wireless nodes under unknown network conditions. On the other hand, Fang et al. [22] studied the effect of reactive jamming effect in wireless communication network. Viola et al. [23] studied the jamming strategies based on channel state information, and inferred that the effects of single jammer can be overcome, as there is a trade-off between jamming coverage and efficiency.

Noubir [24] proposed the varying of antenna gain to minimize jamming effects by minimizing the jamming-to-receiver-antenna gain factor. They also investigated the impact of the proposed method in multi-hop ad-hoc networks. They also explored the effects of the random-walk mobility model in a jamming environment. In another work, Li et al. [25] proposed an anti-jamming scheme, while using the incomplete information based game theory. Using game theory, they modeled strategies to assign random access to MAC layers. He et al. [26] considered the single and multi-commodity flow problems in the presence of mobile relays and single intelligent jammer. Considering that the other nodes, including the source and the destination nodes, are static, they tried to maximize the network flow, using spectral graph theory.

Amuru and Buehrer [27] proposed and characterized an optimal jamming scheme for optimal distribution of energy-constrained jamming signals over an additive white Gaussian noise channel. Baidas and Afghah [28] proposed a matching-theoretic approach to reduce bit error rate. They proposed that two paired node helps to minimize the total energy consumption, while ensuing end-to-end signal-to-noise ratio. Nguyen et al. [29] proposed strategies to transmit noise signals by a jammer to increase the privacy rate coefficient of the secondary users in the presence of multiple primary users in cognitive radio networks. Their focus was on increasing privacy, while introducing noise signal, and not of proposing a scheme for anti-jamming scheme. Li et al. [30] proposed an adaptive scheme to reduce the jamming effect, while adjusting the minimum contention window in the IEEE 802.11 MAC.

Tague [31] explored that mobility has impact on jamming attacks. They observed that different mobility factors can be used in order to get performance trade-offs. On the other hand, Wood et al. [32], Amiz et al. [33], Misra et al. [34] studied the problem of jamming area identification. Additionally, Li et al. [35], listed a survey of different anti-jamming schemes, while varying the transmission power. In another work, Xu et al. [36] proposed a scheme for switching in different available frequencies in order to avoid the jamming effects. Ma et al. [13] considered in their study a system comprising of mobile nodes and single static or mobile jammer. They proposed a random mobility model for the jamming affected nodes to be placed to a “safe” area. Mpitiopoulou et al. [37] proposed a jamming avoidance scheme, while considering mobile agents and tried to decide optimal trajectory for the mobile agent. However, these works do not consider the nodes to be static and the energy constraint of the nodes.

In contrast to the existing works, a game-theoretic model is used in this paper to improve the energy consumption of the network and the network lifetime in the presence of jamming nodes in...
WSNs, while taking advantage of varying transmission power levels. We use the Single-Leader-Multiple-Follower Stackelberg game to develop an topology control mechanism for WSNs.

3. SYSTEM MODEL

We assume a 2D WSN exposed to single or multiple jammers. We consider that the sink node is not affected by jamming. Each node $n \in N$, where $N$ is the set of sensor nodes in the network, is placed at location $(x_n, y_n)$, which is known to the sink node. However, the sink node does not know the location of the jammers. Each node $n$ has $|N_n|$ number of neighbor nodes, where $N_n \subseteq N$, and communication range of $r_n$. The jammer can be either proactive or reactive. The schematic diagram of the network is shown in Figure 1. Additionally, each node $n$ is considered to send its neighbor list to the sink, periodically, or in response to the query generated by the sink. Additionally, each node $n$ is capable of varying the transmission power level in order to ensure reduced energy consumption of the nodes, and increased in network lifetime. In WSNs, as the nodes are energy-constrained, and they lose its energy because of three different activities – sensing, transmission, and reception. In most of the WSNs, each node uses a sleep/wake schedule [38, 39]. Consequently, the nodes in jamming affected area lose its energy by receiving unrelated data. Therefore, we need to have a topology control mechanism, where each node chooses its optimum transmission power level. Let the maximum and the minimum transmission power levels of each node be denoted by $p_{\text{max}}$ and $p_{\text{min}}$, respectively. Each node needs to decide an optimum transmission power level, $p^*_{n}$, where $p_{\text{min}} \leq p^*_{n} \leq p_{\text{max}}$. If a node $n$ having transmission power level $p_n$ has a communication range of $r_n$, the mapping function between $r_n$ and $p_n$, i.e., $f : r_n \rightarrow p_n$, is one-to-one, as shown in Lemma 1.

![Figure 1: Schematic Diagram of the Network in the Presence of Jammer](image)

**Lemma 1**

Mapping function $f : r_n \rightarrow p_n$ is a bijective function.

**Proof**

In order to prove that $f : r_n \rightarrow p_n$ is a bijective function, we need to prove that $f : r_n \rightarrow p_n$ is both surjective and injective function. From the definition of a surjective function $g : x \rightarrow y$, we get that each element $y$ has a paired element $x$. For each value of transmission power level, $p_n$, we have a defined communication range $r_n$. Hence, we have a tuple or pair, i.e., $<r_n, p_n>$, for each value of $p_n$. Therefore, we conclude that $f : r_n \rightarrow p_n$ is a surjective function. Additionally, from the definition of an injective function $g : x \rightarrow y$, we get that for each $x$, there must be a distinct $y$ value. Each $r_n$ value corresponds to a distinct $p_n$ value. Therefore, we claim that $f : r_n \rightarrow p_n$ is an injective function. Finally, we conclude that $f : r_n \rightarrow p_n$ is a bijective function.

Therefore, we define $k$ number of transmission power levels, i.e., $P = \{\nu_1, \nu_2, \cdots, \nu_k\}$, where $P$ is the set of transmission power levels having cardinality $k$. Accordingly, from Lemma 1, we get the set of communication ranges, i.e., $R = \{\phi_1, \phi_2, \cdots, \phi_k\}$. We represent the network to be a
directed graph, $G = (V, E)$, where $V$ is the set of vertices, and $E$ is the set of edges. In the rest of the manuscript, we use $V$ and $N$ analogously. We define that in graph $G$, there exits an edge from node $i$ to node $j$, i.e., $e_{ij}$, if the Euclidean distance between the nodes, $d(i, j)$, is lesser or equal to the communication range of node $i$, $r_i$. Mathematically,

$$e_{ij} = \begin{cases} 1, & \text{if } d(i, j) \leq r_i \text{ and } r_i \in \mathbb{R} \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

3.1. Assumptions

In this section, we clearly define the bounds of the proposed scheme, TC-JAM, by outlining the assumptions below:

1. We consider a uniform random deployment of wireless nodes over a planer terrain.
2. We consider that the sink node is not affected by the jammers.
3. The sensor nodes are capable of varying the transmission power level, i.e., varying the communication range.
4. The jammers are reactive in nature, and are static.
5. The nodes are static and have a single channel to communicate.
6. Each node is capable of deciding its own strategy, i.e., its transmission power level or communication range.
7. The sender nodes always have packets to send.
8. We consider the network to be an ideal one, in which, there is no packet loss due to collision between two packets. Packets can be lost due to jamming only.

4. TC-JAM: THE PROPOSED TOPOLOGY CONTROL SCHEME

4.1. Justification of Using the Single-Leader-Multiple-Follower Stackelberg Game

In wireless sensor networks (WSNs), the nodes are energy constrained. On the other hand, the source nodes choose paths to the sink, in a distributed manner. Hence, if the intermediate nodes are in a jamming affected area, and the source nodes do not have any information about the jamming affected nodes, the nodes might deplete energy by sending multiple duplicate packets. In such a scenario, the nodes can choose a path consisting of unjammed nodes, while having information of the jammed nodes. In this process, the sink node helps the normal nodes, while identifying the presence of jammer. We propose a topology control scheme for increasing network lifetime in the presence of jammers, using the single-leader-multiple-follower Stackelberg game [40, 41], where the sink acts as the leader, and the deployed sensor nodes act as the followers. This is represented as an oligopolistic market scenario’, where each individual, i.e., the leader and the followers, attempt to identify the jammers, and achieve high payoff.

4.2. Game Formulation

We consider a WSN exposed to multiple jammers. We use a single-leader multiple-follower Stackelberg game-theoretic approach for identifying the jamming affected nodes and decide the optimal strategies for topology control in the presence of jammers. The sink node acts as the leader, and the sensor nodes act as the followers. Additionally, we consider that the jammers are non-follower nodes, which affect the network performance, while deciding strategies locally. The sink, i.e., the leader, informs the follower nodes about the jamming affected nodes. On the other hand, the
sensor nodes, i.e., the followers, decide the optimal transmission power and calculate the one-hop neighbor list. In this paper, the strategic form of the overall game is denoted as follows:

\[ \zeta = \{ \mathbb{N}, G, V, E, (p_n, r_n, \mathbb{N}_n, \mathcal{L}_n)_{n \in \mathbb{N}}, \mathcal{S}(\cdot), \mathcal{L}(\cdot) \} \]  

(2)

The components of the strategic form \( \zeta \) are as follows:

i) \( \mathbb{N} \) denotes the set of sensor nodes deployed in the wireless sensor network.

ii) \( G = (V, E) \) represents the graph formed by the sensor nodes, where \( V \) and \( E \) denote the set of vertices and the set of edges, respectively, in the graph \( G \).

iii) \( p_n \) denotes the transmission power level chosen by sensor node \( n \).

iv) \( r_n \) is the chosen communication range by node \( n \) corresponding to the transmission power level \( p_n \).

v) \( \mathbb{N}_n \) is the set of neighbor nodes of node \( n \).

vi) \( \mathbb{U}_n(p_n, \mathbb{N}_n) \) defines the utility function for each node \( n \), and signifies the payoff, while choosing an optimal transmission power level, \( p_n \) in order to increase the network lifetime.

vii) \( \mathcal{S}(\mathbb{N}_n) \) defines the revenue of the network, and needs to be calculated by the sink node. The sink node always tries to cover at most many nodes, while reducing the energy loss due to packet loss and packet re-transmission.

viii) \( \mathcal{L}(\mathbb{N}_j) \), which is to be calculated by the jammers, defines the loss incurred due to the effects of jammers over the jamming affected nodes.

4.2.1. Utility Function for Each Sensor Node: For each sensor node \( n \in \mathbb{N} \), the utility function, \( \mathbb{U}_n(p_n, \mathbb{N}_n) \), signifies the maximization of payoff, locally, while ensuring the properties of the oligopolistic market. Each node \( n \) needs to decide the optimum transmission power level, \( p_n \), while considering that it can cover an optimum number of neighbor nodes. Additionally, if any neighbor node is affected by the jammers, eventually, no node would consider the affected node as a neighbor node. Hence, the network lifetime is increased. On the other hand, if node \( i \) is affected by any jammer \( j \in \mathbb{J} \), where \( \mathbb{J} \) is the set of jammers present in the network, the node \( i \), eventually, reduces it transmission power level to minimum value, i.e., \( p_i = p_{\text{min}} \). Each node \( n \in \mathbb{N} \) tries to maximize the payoff of the utility function, \( \mathbb{U}_n(p_n, \mathbb{N}_n) \). Therefore, each node \( n \) must satisfy the following properties:

1. The utility function, \( \mathbb{U}_n(p_n, \mathbb{N}_n) \), is considered to be non-increasing, marginally, as with the increase in transmission power level, \( p_n \), the energy consumption profile of node \( n \) will increase. However, choosing the minimum transmission power level, \( p_{\text{min}} \), reduces the payoff of the utility function, \( \mathbb{U}_n(p_n, \mathbb{N}_n) \), significantly. Hence, each node \( n \) needs to decide an optimum transmission power level, while satisfying the following constraint:

\[ \frac{\partial^2 \mathbb{U}_n(p_n, \mathbb{N}_n)}{\partial p_n^2} \leq 0 \]  

(3)

2. With the increase in transmission power level, the cardinality of the set of neighbor nodes, i.e., \( |\mathbb{N}_n| \), increases. Hence, each node has an increment in number of choice for choosing its next hop from the available neighbor nodes. For example, if a node \( n \) chooses either of the available two transmission power level, i.e., \( p_n \) and \( p_n' \), where \( p_n < p_n' \), the node \( n \) covers \( \mathbb{N}_n \) and \( \mathbb{N}_n' \) neighbors. Here, we claim that \( \mathbb{N}_n \subseteq \mathbb{N}_n' \). Hence, we get,

\[ p_n^* = \begin{cases} p_n', & \text{if } \mathbb{N}_n = \mathbb{N}_n' \\ p_n, & \text{otherwise} \end{cases} \]  

(4)
Therefore, each node \( n \) must consider the following condition:

\[
\frac{\partial U_n(p_n, N_n)}{\partial p_n} \geq 0
\]  

(5)

3. The payoff of the utility function, \( U_n(p_n, N_n) \), also increases with the increase in cardinality of the set of the neighbor nodes, i.e., \(|N_n|\). Mathematically,

\[
\frac{\partial U_n(p_n, N_n)}{\partial |N_n|} \geq 0
\]  

(6)

4. The payoff of the utility function, \( U_n(p_n, N_n) \), also increases with the increase in cardinality of the set of the neighbor nodes of node \( n \), i.e., \(|N_n|\) and the set of the neighbor nodes covered by other nodes \( \tilde{n} \in \mathbb{N} \), where \( n \neq \tilde{n} \). Hence, the payoff of the utility function, \( U_n(p_n, N_n) \), is expressed as follows:

\[
\frac{\partial U_n(p_n, N_n)}{\partial |\bigcup_{n=1}^{N_n}|} \geq 0
\]  

(7)

Therefore, we define the utility function, \( U_n(p_n, N_n) \), as follows:

\[
U_n(p_n, N_n) = \tan^{-1} \left( e^{\frac{p_n - p_{n'}}{p_n}} \right) + \frac{1}{S(N_n)} \left[ \frac{|N_n| - |N_n'|}{(|N_n|)_{max}} \right] \frac{p_n}{p_{max}}
\]  

(8)

where \( p_n \) and \( p_{n}' \) denote the current and previous transmission power level, respectively, chosen by node \( n \); \(|N_n'|\), \(|N_n|\) and \((|N_n|)_{max}\) are the number of neighbor nodes covered with transmission power levels \( p_n \), \( p_{n}' \), and \( p_{max} \), respectively. Hence, each node \( n \) tries to maximize its payoff, while satisfying following constraints:

\[
p_{min} \leq p_n, p_{n}' \leq p_{max}
\]  

(9)

\[
N_n, N_{n}' \subseteq \mathbb{N}
\]  

(10)

4.2.2. Utility Function for the Sink Node: Utility function for the sink node, \( S(N_n) \), signifies the connectedness of the network. It symbolizes that the deployment topology of the network, and the presence of jammers. Here, the sink node collects the neighbor list information from the nodes deployed in the network. Here, the sink node calculates the set of the jamming affected nodes and informs the normal nodes to avoid those nodes, while deciding the paths. On the other hand, the jamming affected nodes does not get any information from the sink. Hence, it shrinks the transmission power level to the minimum value, i.e., the minimum transmission power level, \( p_{min} \). Therefore, the sink node tries to maximize the payoff, while maximizing the number nodes covers by at least one neighbor node. Mathematically,

\[
\frac{\partial S(N_n)}{\partial |N_n|} \geq 0
\]  

(11)

Therefore, we define the utility function, \( S(N_n) \), as follows:

\[
S(N_n) = \frac{\left| \bigcup_{n=1}^{N} N_n \right|}{|N|}
\]  

(12)
where $\mathbb{N}_n$ is the set of neighbor nodes of node $n \in \mathcal{N}$; $|\cdot|$ defines the cardinality of a set. Hence, the sink node tries to maximize its payoff of the utility function, $\mathcal{S}(\mathbb{N}_n)$, while satisfying the constraint given below:

$$| \bigcup_{n=1}^{N} \mathbb{N}_n | \leq | \mathcal{N} | \quad (13)$$

### 4.2.3. Utility Function for Each Jammer:

Each jammer tries to maximize its payoff by blocking multiple nodes from communicating. Hence, each jammer tries to maximize the payoff of its utility function, $L_J$. However, from network performance point, the sink node tries to reduce the payoff of the jammers, while suggesting the nodes to communicate through other paths. Hence, we can have the utility function for each jammer, $L_J$ as follows:

$$L_J = | \mathbb{N}_J | \quad (14)$$

where $\mathbb{N}_J$ defines the set of sensor nodes affected by the jammer $J$, and $|\cdot|$ defines the cardinality of the set, as mentioned earlier.

### 4.3. Existence of Generalized Stackelberg Equilibrium

In this Section, we tried to establish that there exists an equilibrium called as the generalized Stackelberg equilibrium. Hence, we observe the first and second order derivatives of the utility function, $U_n(p_n, \mathbb{N}_n)$, in order to find out that the payoff can be maximized for optimum value of $p_n$. In Section 4.4, we get the actual solution of $p_n$. Additionally, we consider that the cardinality of the set of neighbor nodes of node $n$, i.e., $\mathbb{N}_n$, varies proportionally with the transmission power level, $p_n$. Mathematically,

$$\mathbb{N}_n = \alpha p_n \quad (15)$$

where $\alpha$ is a constant, as the nodes are considered to be distributed uniformly. Hence, performing first order partial derivation, we get,

$$\frac{\partial U_n(p_n, \mathbb{N}_n)}{\partial p_n} = \frac{\Delta p_n}{e^{p_n} + e^{-p_n}} + \frac{\Delta p_n - p_n}{p_{\text{max}}}, \quad \text{where } \Delta p_n = p'_n - p_n \quad (16)$$

However, we know that

$$e^x + e^{-x} = (1 + x + \frac{1}{2}x^2 + \cdots) + (1 - x + \frac{1}{2}x^2 - \cdots) \approx 2 + x^2 \quad (17)$$

Hence, from Equation (16), we get,

$$\frac{\partial U_n(p_n, \mathbb{N}_n)}{\partial p_n} = \frac{1}{p_n} \left[ \frac{1}{2}\left( \frac{\Delta p_n}{p_n} \right) \right] + \frac{\Delta p_n - p_n}{p_{\text{max}}} \quad (18)$$

Further, taking the second order derivative of $U_n(\cdot)$, we get,

$$\frac{\partial^2 U_n(p_n, \mathbb{N}_n)}{\partial p_n^2} = -\frac{1}{p_n^2} \left[ \frac{1}{3} + \frac{1}{p_n} \frac{\Delta p_n^2}{p_n} \right] - \frac{2}{p_{\text{max}}} \quad (19)$$
Here, we know that $p_n' > 0$, $(\Delta p_n)^2 > 0$, and $\frac{\Delta}{p_n} > 0$. Therefore, from Equation (19), we get,

$$\frac{\partial^2 U_n(p_n, N_n)}{\partial p_n^2} < 0$$  \hspace{1cm} (20)

Hence, we conclude that for the proposed scheme, TC-JAM, there exist a generalized Stackelberg equilibrium, i.e., an optimum value of $p_n$, for which the payoff of the utility function, $U_n(p_n, N_n)$, is maximum. After getting that optimum value, i.e., $p_n^*$, each node does not change its strategy. Hence, we have a generalized Stackelberg equilibrium solution which can be expressed as tuple $< p_n^*, N_n^* >$

4.4. Solutions of the Proposed TC-JAM Scheme

In this section, we discuss about the optimum strategy, i.e., the optimum transmission power, $p_n^*$, chosen by each node $n$. We equate the first order derivative of the utility function, $U_n(p_n, N_n)$, to zero. Mathematically,

$$\frac{\partial U_n(p_n, N_n)}{\partial p_n} = 0$$  \hspace{1cm} (21)

Therefore, from Equation (18), we get:

$$\frac{-1}{3p_n - 2p_n + \frac{p_n^3}{N_n}} + \frac{p_n' - 2p_n}{p_n^2} = 0$$

$$\Rightarrow (p_n - 2p_n) \left(3p_n - 2p_n + \frac{p_n^3}{N_n}\right) - p_n^2 = 0$$  \hspace{1cm} (22)

$$\Rightarrow \frac{4}{p_n^3} - 6p_n^2 + 8p_n + (p_n^2 - 3p_n^2) = 0$$

We consider that $a = \frac{4}{p_n^3}$, $b = -6$, $c = 8p_n$, and $d = (p_n^2 - 3p_n^2)$. Hence, from Equation (22), we get:

$$ap_n^3 - bp_n^2 + cp_n + d = 0$$  \hspace{1cm} (23)

Considering that $p_n = y - \frac{b}{3a}$, we rewrite the Equation (23) as follows:

$$ay^3 + \left(c + \frac{b^2}{3a}\right)y + \left(d + \frac{2b^3}{27a^2} - \frac{bc}{3a}\right) = 0$$

$$\Rightarrow y^3 + \left(\frac{2b^3 - 9abc + 27c^2}{27a^3}\right)y + \left(\frac{2b^3 - 9abc + 27c^2}{27a^3}\right) = 0$$  \hspace{1cm} (24)

Hence, Equation (24), can be represented as follows:

$$y^3 + 3Qy - 2R = 0$$  \hspace{1cm} (25)

where $y = S + T$, $ST = -Q$. Therefore, we get:

$$\Rightarrow (S + T)^3 + 3Q(S + T) - 2R = 0$$

$$\Rightarrow [S^3 + T^3 + 3ST(S + T)] - 3ST(S + T) - 2R = 0, \text{ as } Q = -ST$$

$$\Rightarrow S^3 + T^3 = 2R$$  \hspace{1cm} (26)

$$\Rightarrow S^3 - \frac{Q^3}{8} = 2R, \text{ as } T = -\frac{Q}{S}$$

$$\Rightarrow s^6 - 2RS^3 - Q^3 = 0$$

From Equation (26), we get:

$$S^3 = \frac{2R}{{\sqrt{4R^2 + 4Q^2}}}$$

$$\Rightarrow S^3 = R \pm \sqrt{R^2 + Q^3}$$  \hspace{1cm} (27)

$$\Rightarrow S = \sqrt[3]{R \pm \sqrt{R^2 + Q^3}}$$

Considering that $S = \sqrt[3]{R + \sqrt{R^2 + Q^3}}$, from Equation (26), we get:
\[S^3 + T^3 = 2R\]
\[\Rightarrow T^3 = 2R - S^3\]
\[\Rightarrow T^3 = 2R - (R + \sqrt{R^2 + Q^3})\]
\[\Rightarrow T^3 = R - \sqrt{R^2 + Q^3}\]
\[\Rightarrow T = \frac{\sqrt{R^2 + Q^3}}{R}\]
\[\Rightarrow T = \frac{3}{R - \sqrt{R^2 + Q^3}}\]
\[\Rightarrow T = \frac{1}{3} \sqrt{R - \sqrt{R^2 + Q^3}}\]
\[\Rightarrow T = \frac{1}{3} \sqrt{R + \sqrt{R^2 + Q^3}}\]

From Equations (27) and (28), we get:
\[y = \frac{3}{R + \sqrt{R^2 + Q^3}} + \frac{3}{R - \sqrt{R^2 + Q^3}}\]
\[(29)\]
and
\[p_n = \frac{3}{R + \sqrt{R^2 + Q^3}} + \frac{3}{R - \sqrt{R^2 + Q^3}} - \frac{b}{3a}\]
\[(30)\]

Hence, we get that the optimum transmission power level, \(p^*_n\) is as follows:
\[p^*_n = \frac{3}{R + \sqrt{R^2 + Q^3}} + \frac{3}{R - \sqrt{R^2 + Q^3}} - \frac{b}{3a}\]
\[(31)\]
where \(p_{min} \leq p^*_n \leq p_{max}\) and \(|N_n| = f(p^*_n)\). Here, \(f(\cdot)\) defines a uniform distribution function.

Based on the set of neighbor nodes covered by each node, i.e., follower, the sink node, i.e., the leader calculates the payoff of the utility function, \(S(N_n)\), as shown in Equation (12).

**Algorithm 1 Optimal Transmission Power Level Finding Algorithm**

**INPUTS:**
1. \(G(V, E)\) \text{▷ Graph of the network}
2. \(N\) \text{▷ Set of deployed nodes}
3. \(P\) \text{▷ Set of transmission power levels}
4. \(p_{max}\) \text{▷ Maximum transmission power level}

**OUTPUT:**
1. \(p^*_n\) \text{▷ Optimum transmission power level}
2. \(N^*_n\) \text{▷ Optimum set of neighbor nodes}

**PROCEDURE:**
1. Calculate \((N_n)_{max}\) \text{▷ Set of neighbor nodes where } \(p_n = p_{max}\)
2. \(p_n = p_{max}\); \(\text{do}\)
3. \(p_n = p_n\);
4. Calculate \(N'_n\);
5. Choose \(p_n\), where \(p_n \neq p'_n\) and \(p_n \in P\);
6. Calculate \(N_n\);
7. \(\text{while} \ (U_n(p_n, N_n) \neq U_n(p'_n, N'_n))\);
8. \(p^*_n = p_n\);
9. \(N^*_n = N_n\);
10. \text{return } (p^*_n, N^*_n);

**5. PROPOSED ALGORITHMS**

In this section, we discuss the proposed algorithms elaborately. In TC-JAM, after the deployment over a terrain, each node needs to find its neighborhood graph, and accordingly needs to decide the optimum transmission power level. Thereafter, the sink node collects these neighborhood node information from each node, and finds the set of nodes under jamming affected area. Hence, we
propose two algorithms, which are needed to be executed by each node and the sink in order to decide the optimum transmission power level and the set of jamming affected nodes, respectively. In the proposed scheme, TC-JAM, the nodes, i.e., the followers, decide the transmission power level, non-cooperatively. Thus, their communication ranges are also defined non-cooperatively. Thereafter, the nodes inform the the set of neighbor nodes to the leader, i.e., the sink node. Based on that, the leaders calculates its payoff using utility function, $S(N_n)$, defined in Equation (11). These algorithms are as follows — optimal transmission power level finding and set of jamming affected nodes identification, i.e., Algorithms 1 and 2, respectively. Using Algorithm 1, each node tries to find the set of optimum neighbors, $N_n \subseteq N$. Before finding the optimum transmission power level, each node tries for $k$ times, where $k$ is a constant. Therefore, the time complexity of the Algorithm 1 is $O(kN_n)$, i.e., $O(N)$. On the other hand, Algorithm 2 calculates the set of neighbor nodes covered by each individual node, which is having time complexity $\Theta(N)$. The calculation of remaining steps takes a constant time, i.e., $O(1)$. Hence, the time complexity of the Algorithm 2 is $O(N)$.

**Algorithm 2 Set of Jamming Affected Nodes Algorithm**

**INPUTS:**
1: $G(V, E)$ ▶ Graph of the network
2: $N$ ▶ Set of deployed nodes
3: $N_n$ ▶ Set of neighbor nodes of each node $n$
4: $p_{max}$ ▶ Maximum transmission power level

**OUTPUT:**
1: $N_J$ ▶ Set of jamming affected nodes

**PROCEDURE:**
1: Calculate $\bigcup N_n$; ▶ Set of connected nodes in the network
2: Calculate $S(N_n)$;
3: Calculate $N_J = N - (\bigcup N_n)$;
4: return $N_J$;

6. PERFORMANCE EVALUATION

6.1. Simulation Parameters

For performance evaluation, we considered randomly generated values of the deployed nodes and jammers, as shown in Table I, on a MATLAB simulation platform. For simulation, both the sender and the destination nodes are selected randomly. The sensor nodes are homogeneous in nature, and capable of varying transmission power level. The initial setup of each sensor node is mentioned in Table I. Additionally, we assumed that the jammer starts to transmit random packets after the sender has successfully sent 10 packets, and the sender has a total 100 packets to send.

6.2. Benchmark

The performance of the proposed scheme, TC-JAM, is evaluated while comparing with two existing schemes – RPMSN05 [13] and CA-JAM [44]. We refer to these topology control schemes as TC-JAM, RPMSN05, CA-JAM through the rest of the paper. Ma et al. [13] considered mobile nodes and single static or mobile jammer. They proposed a jamming avoidance technique for the jamming affected nodes to the “safe” area. Jembre and Choi [44] proposed a jamming avoidance scheme, where each node has multiple interfaces at the same time, and can switch between multiple channels. However, unlike their work, we focused on designing a novel topology control scheme such that the network lifetime is increased, where nodes are having a single channel for communication without any complex hardware. Additionally, we have considered that the nodes are static in nature.
Table I. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation area</td>
<td>(1000 \text{ m} \times 1000 \text{ m})</td>
</tr>
<tr>
<td>Number of jammers</td>
<td>4</td>
</tr>
<tr>
<td>Number of normal nodes</td>
<td>100-400</td>
</tr>
<tr>
<td>Initial energy of each node</td>
<td>(20 \text{ J}) [42]</td>
</tr>
<tr>
<td>Maximum communication range</td>
<td>100 \text{ m}</td>
</tr>
<tr>
<td>Packet interval</td>
<td>4 \text{ sec}</td>
</tr>
<tr>
<td>Packet Header size</td>
<td>34 \text{ bytes}</td>
</tr>
<tr>
<td>Packet Payload size</td>
<td>2034 \text{ bytes}</td>
</tr>
<tr>
<td>Energy consumption at Tx circuitry</td>
<td>50 \text{nJ/bit} [43]</td>
</tr>
<tr>
<td>Energy consumption at Rx circuitry</td>
<td>50 \text{nJ/bit} [43]</td>
</tr>
<tr>
<td>Energy consumption at amplifier</td>
<td>100 \text{pJ/bit-m}^2 [43]</td>
</tr>
</tbody>
</table>

Figure 2. Average Energy Consumption of Each Node

Figure 3. Average Residual Energy of Each Node

6.3. Performance Metrics

For performance evaluation, we have considered the following parameters:

- **Transmission power level and Communication Range**: We consider that the nodes can vary their transmission range. Hence, each node decides the transmission power level according to the deployment, i.e., based on the topology. Thereby, the network lifetime increases, while ensuring higher packet delivery ratio.
• **Energy Consumption**: We know that WSN is an energy-constrained network. Therefore, the reduction of energy consumption of the sensor nodes is one of the important issues. Each node consumes energy for activities such as sensing, message transmission, message receiving, and overhearing. Using the sleep/wake schedule, each node reduces the energy consumption for overhearing. However, energy consumption for message transmission and receiving can be reduced, while modifying the transmission range of the nodes, while ensuring connectivity of the network.

• **Network Lifetime**: The time duration between the network deployment and the time on which first node dies is defined as network lifetime. If the nodes are deployed at time instant $t_0$, and the first node dies in the network at time instant $t_d$, we define the network lifetime as follows:

$$\text{Network Lifetime} = t_d - t_0$$  \hspace{1cm} (32)

• **Packet Delivery**: In a communication network, we need to ensure higher packet delivery ratio ($PDR$). We define packet delivery ratio as a fraction of the number message delivered to the destination, and the total number of message sent.

$$PDR = \frac{P_D}{P_T}$$  \hspace{1cm} (33)

where $P_D$ and $P_T$ define the number message delivered to the destination and the total number of message sent by the sender, respectively.

![Figure 4. Normalized Average Lifetime of Each Network](image)

![Figure 5. Average communication Range of Each Node](image)
6.4. Results and Discussions

For the sake of simulation, we assume that each node sends a data packet at 4 seconds interval. Initially, for exploration, each node sends Hello packets to its neighbor nodes with maximum transmission power. After exploring the set of maximum number of neighbor nodes, each node optimizes the transmission power level and starts transmitting the Data packets. We consider that each node explores its neighbor nodes after a fixed interval of 5 min. Using the proposed scheme, TC-JAM, the average energy consumption of each node is reduced by 50-62% than using RPMSN05 and CA-JAM, as shown in Figure 2. The simulation results yield a higher variation in simulated result, as we considered that the nodes are deployed randomly. Here, we argue that using a dynamic topology control mechanism, i.e., the proposed scheme, TC-JAM, the energy consumption of the network is reduced. Additionally, from Figure 3, we get that the residual energy per node is higher using TC-JAM, than using RPMSN05 and CA-JAM.

Figure 6. Average Transmission Power Level of Each Node

Figure 7. Average Packet Delivery Ratio of Each Node

Figure 4 shows that the network lifetime increases by 56-73% and 10-15% using TC-JAM, than using RPMSN05 and CA-JAM, respectively. Using TC-JAM, network lifetime increases due to less energy consumption due to transmission and reception of packets. Hence, Figure 4 reestablishes the fact claimed earlier.

Figure 5 shows that using TC-JAM, the average communication range of each node is reduced to a lesser value than the maximum communication range, i.e., 100 m. Additionally, Figure 6 depicts that the transmission power level is optimum using TC-JAM, than using RPMSN05 and CA-JAM. On the other hand, RPMSN05 and CA-JAM do not provide any topology control mechanism. Hence, using TC-JAM, each node reduces its energy consumption profile by reducing the transmission power level, which, eventually, helps in reduction communication range of the nodes. Additionally,
TOPOLOGY CONTROL IN THE PRESENCE OF JAMMERS FOR WSN

TC-JAM ensures connectivity between the nodes and the sink in the network. From Figure 7, it is evident that using TC-JAM, the packet delivery ratio does not vary from using other approaches – RPMSN05 and CA-JAM. In addition to that, using TC-JAM, packet drop rate gets reduced than using RPMSN05 and CA-JAM, as shown in Figure 8. Hence, we conclude that using TC-JAM, we can improve energy consumption profile of the nodes in WSNs. Additionally, TC-JAM improves the network lifetime of WSNs, significantly, while ensuring reduced degradation in packet delivery ratio, as shown in Figures 4 and 7, respectively.

7. CONCLUSION

In this paper, we formulated a Single-Leader-Multiple-Follower Stackelberg game-theoretic approach to ensure less energy consumption and high network lifetime in the presence of jammers in WSNs. Based on proposed scheme, TC-JAM, we show how using the proposed topology control mechanism, each node chooses optimal transmission power level, while consuming less energy. Additionally, the network lifetime increases using TC-JAM. From simulated results, we get that the proposed scheme, TC-JAM, ensures at most 62% reduction in energy consumption that using existing techniques. Additionally, due to less energy consumption, the network lifetime increases by 56-73% than using existing schemes. TC-JAM scheme also ensures integrity of the packet delivery.

Future extension of this work includes understanding how packet delivery ratio can be increased in the presence of jammers. This work also can be extended, while considering the jammers are reactive in nature and each node has hardware configuration enabled with multiple communication channel. Additionally, we can extend this work to ensure QoS of the network, while considering the mobility for the nodes and the jammers.
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