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Abstract—In this paper, we propose a traffic-aware quality-of-service (QoS) routing scheme in software-defined internet of things (SDIoT) network. The proposed scheme exploits the unique features of software-defined networking (SDN), such as flow-based nature, and network flexibility, in order to fulfill QoS requirements of each flow in the network. We consider two types of QoS routing strategies — delay-sensitive and loss-sensitive — for incoming packets from end-devices in the network. The former is devised to deal with delay-sensitive flows, and the latter deals with loss-sensitive flows, in order to maximize the overall network performance. We propose a greedy approach based on Yen’s K-shortest paths algorithm to compute the optimal forwarding path, while considering the QoS requirements of each packet. Consequently, the SDN controller deploys adequate flow-rules at the forwarding devices in the network. Extensive simulation results show that the proposed scheme significantly reduces the end-to-end delay and the percentage of flows which violate QoS constraints compared to the benchmarks considered in the study. It is also observed that the proposed scheme adequately satisfies the QoS requirements for both type of flows in contrast to the existing schemes. In particular, with 2000 flows in the network, the proposed scheme achieves 13%, 14% and 15% (with AttMpls topology) and 38%, 37% and 39% (with Goodnet topology) reduction in QoS violated flows as compared to the existing LARAC, SPD, and MRC schemes, respectively.
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1 INTRODUCTION

The emerging internet of things (IoT) paradigm envisions a ubiquitous network of smart objects interconnected with one another using the Internet as a global platform [1]. Such a pervasive IoT network involves a massive number of heterogeneous smart objects, such as radio-frequency identification (RFID) tags, wireless sensors/actuators, and machine-to-machine (M2M) communication devices. The current Internet will play a key role in providing a global backbone for the interconnection of these objects across a varied range of communication technologies, capabilities, and requirements [1]. However, the massive influx of data [2] from billions of heterogeneous, interconnected things [3] and their varied application-dependent requirements will create greater demand on the underlying backbone network, and thus, require quality-of-service (QoS) which cannot be guaranteed by the current Internet designed for best-effort data transmission.

1.1 Motivation

The variety of IoT applications across multiple domains ranging from smart healthcare to vehicular automation, require diverse QoS guarantees from the network — in terms of throughput, delay, jitter, and reliability (packet-loss) [3]–[5]. Video-based applications for IoT are expected to increase seven times by 2021 [6]. These type of applications, particularly surveillance applications, can tolerate some amount of packet-loss but require timely information delivery. On the other hand, low-power and resource-constrained devices which are considered to be a major part of the IoT, are especially sensitive to packet-loss. Due to their constrained nature, these type of devices rely application-layer retransmissions to guarantee message delivery [7], [8]. Hence, they require enhanced support from the network in terms of packet-loss to minimize retransmissions and thereby conserve energy. Therefore, it is evident that applications may be delay-sensitive or loss-sensitive or both, depending on the requirements. The heterogeneous nature of IoT devices (in terms of memory, processing power, and energy) leads to varying QoS demands, even among the services requiring the same type of QoS guarantees. For example, latency requirements of factory automation can vary from 0.25 to 10 ms, whereas process automation can tolerate delay up to 100 ms [9]. Thus, the wide range of requirements suggest that there is a need to maintain application-dependent QoS guarantees in the network.

Software-defined networking (SDN) [10] is a promising approach to control the network in a unified manner and simplify network management by decoupling the data and control planes. A centralized controller abstracts away the control logic from the networking devices, which are converted into simple high-speed forwarding elements. The higher abstraction level and programmable APIs allow dynamic run-time reconfiguration of high level (application-level) QoS policies and routing, without being concerned about low-level hardware configuration. This makes SDN particularly attractive to address the problem of application-
dependent QoS management.

Recent studies [4], [11]–[15] explored the advantages of SDN in QoS management. Some of them [11], [15] focused on a particular application such as video streaming. Others [13], [14] focused on data-center networks (DCNs) where only throughput and link-utilization were taken into account. The existing solutions mostly focused on a single metric (such as delay) or considered a linear combination of different QoS metrics, which fail to satisfy individual QoS requirements [16]. Further, they did not consider SDN rule-capacity and thus implicitly assumed that rule-capacity does not affect QoS.

In this paper, we propose a more general approach which considers the heterogeneous QoS requirements of IoT. In particular, our approach differs from the state-of-the-art in two aspects. First, we utilize the programmatic nature of SDN to route IoT traffic using application-specific requirements, i.e., whether they are delay-sensitive or loss-sensitive or both. Second, we take into account the effect of SDN rule-capacity on QoS routing.

1.2 Contribution

In this paper, we introduce a traffic-aware QoS routing scheme in Software-defined IoT (SDIoT) networks, named Swayy, to address the above mentioned issues. The proposed scheme exploits the flow-based nature and the flexibility of SDN routing, in order to fulfill application-specific QoS requirements of flows as either delay, loss, or both, as discussed in Section 1.1. We propose an efficient greedy heuristic based on Yen’s K-shortest paths algorithm [17] to compute optimal routing paths, depending on QoS requirements of flows present in the network. Extensive simulation results are presented to show the effectiveness of the proposed scheme. In summary, the specific contributions in this work are as follows:

1) We propose a traffic-aware routing scheme to calculate QoS paths for incoming flows in an SDIoT network, while simultaneously taking into account the SDN rule-capacity constraint. The problem is challenging because of the varied QoS requirements of flows present in an IoT network.

2) We formulate the QoS routing problem in SDIoT network as an integer linear program (ILP). It takes into account the particular type of traffic and the associated QoS requirements, such as delay or packet-loss or both.

3) Since the ILP is NP-hard, we present an efficient greedy algorithm to solve the QoS routing problem in SDIoT networks.

4) We evaluate the proposed scheme using the POX SDN controller and the Mininet network emulator. In particular, with 2000 flows in the network, the proposed scheme achieves 13%, 14% and 15% (with AttMpls topology) and 38%, 37% and 39% (with Goodnet topology) reduction in QoS violated flows as compared to the existing LARAC, SPD, and MRC schemes, respectively.

1.3 Organization

The rest of the paper is organized as follows. In Section 2, we review the relevant state-of-the-art from the perspective of QoS routing in the SDIoT network. Section 3 describes the overall system architecture. In Section 4, we present the proposed approach towards traffic-aware routing in SDIoT network. In Section 5, simulation results are presented to show the effectiveness of the proposed scheme. We finally conclude the paper in Section 6, while citing directions for future work.

2 Related Work

We discuss the state-of-the-art from three different perspectives — suitability of SDN in IoT, quality of service in IoT, and SDN-based QoS approaches.

2.1 Suitability of SDN in IoT

Recent studies [20], [22]–[27] have highlighted the advantages of a software-defined architecture for IoT — in terms of simplifying network management, adapting to meet the massive data onslaught and enabling diversified QoS. Tang et al. [22] proposed an adaptive channel assignment scheme for SDIoT in the presence of periodic and bursty IoT traffic. In the proposed approach, the centralized SDN controller was used to calculate the dynamic load using deep convolutional neural network (CNN). Subsequently, an adaptive channel assignment algorithm based on the load was used in order to reduce interference and improve the quality of transmission. Bellavista et al. [23] proposed a federated architecture for SDIoT, where the domain-specific SDN controllers for IoT network and fiber-wireless (FiWi) access network were capable of exchanging monitoring and control data for better end-to-end QoS management.

Concurrently, fog computing was introduced to meet the challenges of IoT such as increasing demands of real-time delay-sensitive applications, by moving the processing closer to the edge. More recently, due to the advantages of SDN in making the network flexible and programmable, it is being applied for orchestration and management of fog-based IoT architectures [18], [19], [21]. Tomovic et al. [19] proposed a fog-based architecture for IoT consisting of hierarchical geo-distributed fog nodes. Hakiri et al. [21] presented a SDN-based architecture for traffic engineering.
in wireless fog networks. Muñoz et al. [20] presented an IoT-aware SDN and cloud orchestration architecture to distribute IoT analytics between the core and the edge. The authors proposed a hierarchical SDN controller to detect link congestion and notify the global service orchestrator which triggers provision of distributed IoT analytics at the edge/fog nodes. We argue that the proposed solution is complementary to the fog-based IoT architectures. Further, with fog computing leveraged to handle requests from delay-sensitive applications, due to network load on the fog nodes, it may be required to reroute delay-sensitive requests among the fog devices. Therefore, it is required to adequately select the minimum latency path to serve the delay-sensitive requests based on dynamic network conditions. In this work, we propose a traffic-aware QoS routing scheme to forward traffic coming from IoT devices at the backbone network, while considering the requirements. It is noteworthy that the proposed scheme is generalized from the perspective of IoT network enabled with SDN. Hence, the proposed QoS routing scheme in SDIoT networks is useful in conjunction with fog-based architectures for IoT to further enhance the QoS.

2.2 Quality of Service in IoT

Duan et al. [25] considered a layered IoT architecture and analyzed the QoS requirements at different layers — perception, network, and service and management layers. Jin et al. [3] proposed four architectural approaches to an IoT network for smart city applications and discussed the required network QoS. The authors affirmed that delay and packet-loss are important QoS metrics that must be considered at the IoT network layer. The discussions in [3], [25] mainly focused on high-level architectural issues QoS requirement analysis. However, details on how QoS may be achieved were not discussed. Awan et al. [29] proposed a finite-capacity queuing system to provide preferential treatment to delay-sensitive IoT traffic originating from resource-constrained devices. The authors focused on a packet-level queuing-based approach which is complementary to the proposed scheme. Particularly, we consider a flow-level QoS routing scheme instead of packet-level.

2.3 SDN-based QoS Routing

Egilmez et al. [11] considered a per-flow QoS routing approach for scalable video-streaming applications in SDN. The authors considered video streams consisting of one base layer and one or more enhancement layers. The authors utilized the per-flow routing capabilities of SDN to provide prioritized forwarding of the base layer video in order to have continuous video playback at the receiver. However, they considered delay-variation (jitter) as the only routing constraint and did not take into account the rule-capacity constraints of OpenFlow switches. Additionally, they considered a linear combination of an additive metric (delay) and a multiplicative metric (loss), which may lead to non-polynomial complexity and failure to satisfy individual QoS constraints [16].

Qin et al. [4] presented a genetic algorithm-based flow scheduling approach for software-defined IoT. The authors designed a fitness function based on the delay, jitter and bandwidth requirements to iteratively calculate QoS path for IoT flows. Llopis et al. [12] presented a software-defined approach to minimize latency of critical traffic in IoT. The authors presented realistic results using SDN controller and network emulator to show the feasibility of their scheme. However, key factors such as packet-loss and rule-capacity were not considered.

Cohen et al. [13] and Huang et al. [14] considered traffic engineering for SDN using multipath routing, while considering TCAM rule-capacity constraints. As the problem is NP-hard, the authors proposed efficient randomized approximation algorithms and heuristic schemes to find multiple paths while avoiding rule duplication at switches lying on common paths. However, the authors considered throughput as the only QoS metric of concern, which is not sufficient for IoT. Liu et al. [15] considered delay-optimized multipath routing for video streaming applications in software-defined inter-DCNs. They proposed a scheme to yield sparse solutions, which limits the number of paths over which traffic is split, in order to minimize rule-duplication at the switches.

In contrast, we consider single-path routing as IoT traffic is usually low-rate [30]. Consequently, in our work, rule-capacity constraints result from a large number of IoT flows, rather than splitting flows over multiple paths. Additionally, we consider delay and packet-loss as QoS metrics along with energy and rule-capacity constraints.

In Table 1 we summarize the existing literature on SDIoT. Detailed synthesis of the existing literature reveals that there exists a research lacuna on exploiting the flexibil-ity of SDN to provide QoS based on network flow-type in IoT, while simultaneously considering the additional constraints imposed by SDN-based architecture. Consequently, we propose a traffic-aware QoS routing scheme in SDIoT.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Set of OpenFlow-enabled switches.</td>
</tr>
<tr>
<td>$L$</td>
<td>Set of links between the switches.</td>
</tr>
<tr>
<td>$F$</td>
<td>Set of all flows.</td>
</tr>
<tr>
<td>$N(i)$</td>
<td>Neighbor set of switch $i \in S$.</td>
</tr>
<tr>
<td>$x_k(i,j)$</td>
<td>Indicator function to denote whether flow $f_k$ is routed on link $(i,j) \in L$.</td>
</tr>
<tr>
<td>$R(i)$</td>
<td>Number of rules at switch $i \in S$.</td>
</tr>
<tr>
<td>$D(f_k)$</td>
<td>Cumulative delay experienced by flow $f_k$.</td>
</tr>
<tr>
<td>$L(f_k)$</td>
<td>Cumulative loss experienced by flow $f_k$.</td>
</tr>
<tr>
<td>$C(f_k)$</td>
<td>Capacity of flow $f_k$.</td>
</tr>
<tr>
<td>$C_{res}(i,j)$</td>
<td>Residual capacity of link $(i,j) \in L$.</td>
</tr>
<tr>
<td>$R_{max}$</td>
<td>Max. rule-capacity of an OpenFlow switch.</td>
</tr>
</tbody>
</table>

3 System Model

In this Section, we present the system model of software-defined IoT network considered in this work. The notations used in this work are summarized in Table 2.
3.1 Architecture

We consider a ubiquitous connectivity model for IoT as discussed in [3]. In this model, heterogeneous constrained networks[31] are connected to the Internet over the same IP-enabled Internet backbone, through the use of IoT gateways[32]. To address gateway to Internet connectivity, hybrid communication architectures combining low-latency fiber-optic and heterogeneous wireless technology may be used[33], [34]. The IoT gateway and the SDN-enabled switches operate as fog nodes [19] to bring processing closer to the edge and reduce load on the core network. Figure 1 shows the SDIoT architecture considered in this work.

Let us consider an SDN-enabled network as a directed graph \( G = (S, L) \), where \( S \) denotes the set of all SDN-enabled switches, and \( L = \{(i,j) \mid (i,j) \in S \times S, i \neq j\} \) denotes the set of links between them. The SDN controller communicates with the switches through the OpenFlow protocol [10], and communication between the controller and application layer is achieved through SDN northbound application programming interface (API).

3.2 Heterogeneous Traffic and its Impact on QoS

Typically, IoT applications are event-driven (such as smart alarm system) or low-rate (such as health-monitoring), and have low bandwidth requirements. However, due to their importance, they generally have stringent QoS requirements [35]. IoT applications may use either TCP or UDP as the underlying transport layer protocol. However, due to complexity of running TCP on constrained devices, IoT protocols such as CoAP[3] and MQTT-SN[7] have been developed which use UDP as transport. The use of UDP is also suitable for delay-sensitive applications as it eliminates additional latency due to connection setup and re-transmission. Applications can implement their own re-transmission scheme depending on the requirements.

In the ubiquitous IoT model, constrained devices are connected to application servers, through IoT gateways, and over long range access-core networks. Consequently, traffic from IoT applications compete with traditional Internet traffic over the same shared network. Currently, majority of the Internet traffic is carried by TCP-based protocols like HTTP and FTP. Competing with aggressive TCP flows (such as bulk transfers or video streaming) can significantly affect the QoS of these low-rate UDP-based IoT applications. In contrast to high-rate UDP flows, which prevent TCP flows from increasing the congestion window size, low-rate UDP flows experience increased packet-loss rates in the presence of greedy TCP flows [36].

Increasingly, there are use-cases of latency sensitive IoT applications [9], whose QoS needs cannot be adequately met using IoT protocols like CoAP and MQTT, since they provide no guarantee over end-to-end latency. Application layer re-transmission in case of packet-loss may not be sufficient to meet the stringent latency requirements in these cases. Further, traffic flows from each such use-case has associated latency requirements which vary significantly, depending on the application. Thus, these is a need to choose an adequate end-to-end path in terms of latency for each individual flow. We broadly classify such traffic as delay-sensitive (ds) flows. For example, video-streaming from surveillance applications, traffic from real-time health monitoring systems and ‘smart’ connected cars can be considered as delay-sensitive flows. While the influx of delay-sensitive traffic in IoT may not be massive, nevertheless, such traffic may originate from critical processes such as robotic arm in tele-surgery and road monitoring where meeting the latency constraints is of great importance [12]. However, benefiting such delay-sensitive flows too much may lead to severe degradation of QoS for other flows.

On the other hand, the majority of IoT applications are delay-tolerant but may benefit from increased reliability in terms of packet loss. Since such applications involve energy-constrained devices, reliability provided by application layer re-transmissions may prove costly in terms of energy efficiency. For example, wireless sensor networks (WSNs) used as part of an environmental monitoring system or wireless body area networks (WBANs) used as part of e-health system consist of energy-constrained devices. As these applications can tolerate some amount of delay, the focus should be on choosing the best end-to-end path in terms of packet-loss in order to minimize the number of application layer re-transmissions, while using an unreliable transport such as UDP. We broadly classify such traffic as loss-sensitive (ls) flows.

Mathematically, the set of flows \( \mathcal{F} \) is given as:

\[
\mathcal{F} = \{f_k \mid k \in \mathbb{N}\}, \quad f_k := (s_k, t_k, \lambda_k, q_k)
\]

where \( s_k, t_k, q_k \) and \( \lambda_k \) denote the source, destination, QoS demand and the type (either ds or ls) of the \( k^{th} \) flow, \( f_k \).

3.3 Routing Metric Selection

The composition rules of different metrics significantly affect the complexity of QoS routing [16]. Consequently, we evaluate the suitability of single composite-metric and multiple single-metric based schemes for QoS routing in...
The composition rule for packet-loss probability is more complex, and hence, we consider the logarithm of success-probability (which itself is multiplicative), denoted by \( \tilde{l}(i,j) \), where \( \tilde{l}(i,j) = \log(1 - l(i,j)) \). Hence, for any path \( P = \{i, j, k, \ldots, s, t\} \), we have

\[
D_P = d(i,j) + d(j,k) + \cdots + d(s,t) \tag{2a}
\]

\[
C_P = \min\{c(i,j), c(j,k) \cdots, c(s,t)\} \tag{2b}
\]

\[
\tilde{L}_P = \tilde{l}(i,j) + \tilde{l}(j,k) + \cdots + \tilde{l}(s,t) \tag{2c}
\]

The cumulative packet-loss probability is represented mathematically, as \( L_P = 1 - \exp(\tilde{L}_P) \). It is intuitive that consideration of multiple metrics for QoS routing gives an accurate model of the network, and therefore, offers better performance compared to single-metric based schemes. However, finding multi-constrained QoS routing paths based on metrics with different composition rules is NP-hard \cite{16}. We utilize the dynamic run-time reconfiguration capabilities of SDN, to run separate single-metric based, polynomial-time QoS routing algorithms in parallel, based on the particular QoS requirements of the type of traffic. This, in effect, leads to an accurate model of the QoS requirements of the network, while reducing the complexity of QoS routing.

**Example 1.** We demonstrate the proposed routing scheme with an example depicted in Figure 2. We consider two paths, \( P_1 = \{i, j, k\} \) and \( P_2 = \{i, l, m, n\} \). The cumulative delay and packet-loss probability associated with each path are \( D_{P_1} = 15ms \), \( D_{P_2} = 30ms \) and \( L_{P_1} = 0.271 \), \( L_{P_2} = 0.069 \). Let us consider two flows, \( f_1 = (s_1 \leftarrow i, t_1 \leftarrow n, \lambda_1 \leftarrow ds, \alpha_{q_{d}} \leftarrow 20\text{ms}) \) and \( f_2 = (s_2 \leftarrow i, t_2 \leftarrow n, \lambda_2 \leftarrow ls, \alpha_{q_{l}} \leftarrow 0.1) \). The delay-based scheme (refer Figure 2(a)) does not take packet-loss criterion of \( f_2 \) into account, and hence, \( P_1 \) with path-loss \( L_{P_1} = 0.271 \) fails to satisfy QoS requirements of \( f_2 \), which is, therefore, forwarded using best-effort. On the other hand, the proposed scheme (refer Figure 2(b)) selects two different paths, \( P_1 \) and \( P_2 \), for \( f_1 \) and \( f_2 \), respectively, depending upon their individual QoS requirements and link characteristics.

From the example, it is evident how SDN may be utilized to provide optimal QoS routing paths depending on the type of traffic, while maintaining low complexity. However, OpenFlow \cite{10}, the de-facto standard used to realize such an SDN architecture, introduces a new challenge — in terms of number of forwarding rules that can be placed at a switch. In the subsequent section, we discuss the impact of limited rule-capacity on SDN based QoS routing.

### 3.4 Rule-Capacity Constraint

OpenFlow switches employ ternary content addressable memory (TCAM), which enables fast lookup of multiple fields in a parallel fashion. However, TCAM has several drawbacks, including high power consumption and increased cost. Therefore, the total number of rules that can be inserted at a particular OpenFlow switch is constrained by the available TCAM memory \cite{37}. This constraint affects the energy awareness of the proposed scheme, as shown in Figure 3. To minimize the number of active links in the network, the activated links should be preferred over the inactive ones, while considering the QoS requirements, as shown in Figure 3(a). However, rule-capacity overflow leads to the activation of inactive links, and thereby increases the cost, as shown in Figures 3(b) and 3(c).

In Section 4, we discuss traffic-aware routing optimization to route multiple flows in an efficient manner, while taking into consideration the effect of multiple traffic types and the rule-capacity constraints of an SDIoT network.
flow $f_k$ is given as $R_k(i) = \sum_{j \in N(i)} x_k(i,j)$. Consequently, the number of rules present at a particular switch $i \in S$ is given mathematically as:

$$R(i) = \sum_{f_k \in F} R_k(i)$$  \hspace{1cm} (4)

From the composition rules of delay and packet-loss, the total delay and total success probability of a flow $f_k$ are given as:

$$D(f_k) = \sum_{(i,j) \in L} d(i,j)x_k(i,j)$$ \hspace{1cm} (5a)

$$\hat{L}(f_k) = \sum_{(i,j) \in L} \hat{l}(i,j)x_k(i,j)$$ \hspace{1cm} (5b)

From the bandwidth composition rule, the capacity of a path, over which a flow is routed, is defined mathematically, as $C(f_k) = \min_{(i,j) \in L} \{c(i,j)x_k(i,j)\}$.

The residual bandwidth of a link, $(i,j) \in L$, denoted by $C_{res}(i,j)$, is the bandwidth remaining after all flows $f_k \in F$ with their associated bandwidth requirements, are routed through the link, $(i,j) \in L$. Mathematically,

$$C_{res}(i,j) = c(i,j) - \sum_{f_k \in F} q_{\text{bandwidth}}x_k(i,j)$$ \hspace{1cm} (6)

### 4.2 Optimization Model

In this Section, we formulate the QoS routing problem as an integer linear program (ILP), with the help of the equations presented in Section 4.1. We define two separate cost functions, $f_d(\cdot)$ and $f_l(\cdot)$, for $ds$ and $ls$ flows, respectively, as follows:

$$f_d(k) := \sum_{(i,j) \in L} \left( d(i,j)x_k(i,j) + \alpha x_k(i,j) \right)$$ \hspace{1cm} (7a)

$$f_l(k) := \sum_{(i,j) \in L} \left( \hat{l}(i,j)x_k(i,j) - \beta x_k(i,j) \right)$$ \hspace{1cm} (7b)

Equations (7a) denotes the cost factor for routing $ds$ flows, and comprises of the cumulative delay experienced by flow $f_k$ along with a penalty factor. The penalty factor $\sum_{(i,j) \in L} x_k(i,j)$ denotes the sum of activated links for flow $f_k$ and is introduced to prescribe high cost to $f_d(k)$ and $f_l(k)$ if large number of links are activated. The objective of the penalty factor is to route as many $ds$ and $ls$ flows as possible through the existing activated links in order to achieve optimal energy consumption. As long as the QoS constraints are satisfied, the cost factor $f_d(k)$ aims to minimize the cumulative delay of the chosen subset of links. Similarly, we formulate Equation (7b) with an aim to minimize the cumulative packet-loss over the chosen links. It is noteworthy that in accordance with the loss-composition rule stated in Equation (2d), we use the logarithm of success-probability $l(i,j)$, in Equation (7b). Therefore, equivalently, the cost function in Equation (7b) aims to maximize the cumulative success-probability. In Equations (7a) and (7b), $\alpha$ and $\beta$ denote normalizing constants.

The objective of the SDN-controller is to find the optimal set of links, while simultaneously minimizing the energy consumption. Consequently, we formulate the choice of appropriate links, on which to route the heterogeneous flows, taking into account their type and QoS requirements, as an optimization problem, as follows:

$$\min_{f_k} \begin{cases} f_d(k) & \text{subject to} \ c_1 \sum_{f_k \in F \mid \lambda_k = ds} f_d(k) - c_2 \sum_{f_k \in F \mid \lambda_k = ls} f_l(k) \end{cases}$$ \hspace{1cm} (8a)

subject to:

$$\begin{align} & \sum_{(i,j) \in L} x_k(i,j) - \sum_{(j,i) \in L} x_k(j,i) = \begin{cases} +1, & \text{if } i = s_k, \\ -1, & \text{if } i = t_k, \\ 0, & \text{if } i \neq s_k, t_k, \end{cases} \\ & \forall i \in S, f_k \in F, \hspace{2cm} (8b) \\ & D(f_k) \leq q_{\text{delay}}, \quad \forall f_k \in F, \hspace{2cm} (8c) \\ & L(f_k) \leq q_{\text{loss}}, \quad \forall f_k \in F, \hspace{2cm} (8d) \\ & R(i) \leq R_{\text{max}}, \quad \forall i \in S, \hspace{2cm} (8e) \\ & C(f_k) \leq q_{k_{\text{bandwidth}}}, \quad \forall f_k \in F, \hspace{2cm} (8f) \\ & C_{res}(i,j) \geq 0 \quad \forall (i,j) \in L \hspace{2cm} (8g) \end{align}$$

Equation (8a) is the objective function to be minimized, where $c_1$ and $c_2$ represent constants depending on the application. By varying $c_1$ and $c_2$ it is possible to prioritize either $ds$ or $ls$ flows. Equation (8b) represents the conservation of flow constraints which specify that every flow $f_k \in F$ has only one source and sink node. Equations (8c) and (8d) represent the delay constraints and loss constraints, where $q_{\text{delay}}$ and $q_{\text{loss}}$ represent the QoS demands of the flow $f_k$ in terms of delay and loss. It is noteworthy that Equations (8c) and (8d) take into account the packet-loss requirements of delay-sensitive flows and vice-versa. The delay and loss are specified using the northbound API of the SDN controller according to the application-specific requirements [38]. Equation (8e) represents the rule-capacity constraints where $R_{\text{max}}$ is the maximum number of rules that can be installed at any OpenFlow switch $i \in S$. Equation (8f) represents the demand constraints where $q_{k_{\text{bandwidth}}}$ denotes the QoS demand of $f_k$ in terms of bandwidth. Finally, Equation (8g) represents the
capacity constraints associated with each link \((i, j) \in \mathcal{L}\). If the residual capacity of a link is negative, then the link is incapable of supporting the given routing configuration. Therefore, non-negativity is imposed on residual capacity associated with a link, using the capacity constraints.

4.3 Algorithm for Traffic-Aware Routing

Since the ILP formulated in Section 4 is NP-hard in general, we propose an efficient greedy heuristic based on Yen’s K-shortest path algorithm [17] to compute the optimal routing path in order to maximize the overall network performance.

Figure 4 presents the proposed architecture of the SDN controller. The **Packet-in Handler** module is used to capture OpenFlow packet-in messages from the switches. The **Flow Classifier** module is used to collect statistics about the flows such as delay and packet-loss. We use active probing to determine the link delay; the SDN controller injects probe packets at the source switch \(i \in \mathcal{S}\), and after receiving them, the destination switch \(j \in \mathcal{S}\) sends them back to the controller. The controller determines the delay from the difference in arrival and departure times of the probe packet, while taking into account the switch-controller latency [40]. Packet loss is determined by the difference in OpenFlow port statistics of the source and destination switches [40]. The **Topology Manager** module is used to maintain a global view of the network which is input to the QoS Routing Module. The **QoS Routing Module** implements Algorithm 1 and computes optimal routing paths. After path calculation, the **Flow Rule Manager** module is used to place appropriate flow-rules along all the switches lying on the path. The **Flow Rule Manager** is also used to update the rule-capacity of the switches.

**Assumption 1.** Queuing and processing delays are considered to be the same for all switches.

6. We limit our discussion on calculating the delay and packet-loss in a link, as our objective is to route the flows according to their QoS requirements. Interested readers may refer to the scheme proposed by Adrichem et al. [40] for details.

**Algorithm 1** Routing algorithm for \(ds\) and \(ls\) flows

<table>
<thead>
<tr>
<th>Inputs:</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph, (G)</td>
<td>Set of flows (\mathcal{F}) with their associated QoS requirements</td>
<td>Maximum rules at a switch (R_{\text{max}})</td>
<td>Priority of (ds) flows, (c_1), and (ls) flows, (c_2) (\triangleright) User defined</td>
</tr>
</tbody>
</table>

**Output:** Set of Paths \(\mathcal{P}\) on which \(ds\) flows and \(ls\) flows can be routed

1. for each \(j \in \mathcal{G}, \mathcal{S}\) do 2. \(\text{rules}(j) \leftarrow R_{\text{max}}\) \(\triangleright\) Initialize rule-capacity 3. \(m, m \leftarrow 1\) 4. while all flows \(f_s \in \mathcal{F}\) have not been routed do 5. \(\triangleright\) Alternate \(ds\) and \(ls\) flows to ensure fair allocation 6. if \(\exists ds\) flows not routed then 7. if \(i \leftarrow 1\) to \(c_1\) do 8. \(\triangleright\) Route \(m^{th}\) \(ds\) flow using path 9. end if 10. \(\triangleright\) Alternate \(ds\) and \(ls\) flows to ensure fair allocation 11. if \(j \leftarrow 1\) to \(c_2\) do 12. \(\triangleright\) Route \(n^{th}\) \(ls\) flow using path 13. end if 14. if type = \(ds\) then 15. \(\triangleright\) Route in K-SHORTEST-PATHS(s, t, \(f_s\)) do 16. if CHECK-QOS(path, \(q\)) then 17. \(\triangleright\) QoS satisfied 18. end if 19. \(\triangleright\) Route in K-SHORTEST-PATHS(s, t, \(f_l\)) do 20. if CHECK-QOS(path, \(q\)) then 21. \(\triangleright\) QoS satisfied 22. end if 23. return best-path 24. end if 25. return False

Algorithm 1 takes the cost of each link in terms of delay or packet loss as inputs and returns a feasible routing (if exists) for the set of \(ds\) and \(ls\) flows. The \(ds\) and \(ls\) flows are served according to the priority associated with each type, and are application-dependent. This round- robin type serving scheme, which is dependent on user-defined priorities, ensures fairness among the traffic types. In steps 8 and 12 the \(ds\) and \(ls\) flows are routed according to the paths calculated. The available rule-capacity of each switch and residual bandwidth of each link are updated in accordance with Equations (4) and (6), respectively. The function GET-QOS-PATH incorporates Yen’s K-Shortest path algorithm [17] to compute \(k\) shortest paths ranked according to the cost functions for \(ds\) and \(ls\) flows defined in Equations (7a) and (7b). Steps 15 and 19 along with function CHECK-QOS are used to take into consideration the loss-constraints of \(ds\) flows and vice-versa.
Table 3: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>AttMpls, Goodnet</td>
</tr>
<tr>
<td>Flow bandwidth</td>
<td>0.20 - 0.40 kbps</td>
</tr>
<tr>
<td>Number of switches</td>
<td>25 (AttMpls), 17 (Goodnet)</td>
</tr>
<tr>
<td>Number of links</td>
<td>57 (AttMpls), 31 (Goodnet)</td>
</tr>
<tr>
<td>Max. delay $ds$ flow</td>
<td>0.25–100 ms</td>
</tr>
<tr>
<td>Max. delay $ls$ flow</td>
<td>1.6–10 s</td>
</tr>
<tr>
<td>Max. loss $ds$ flow</td>
<td>10–5–10–3 s</td>
</tr>
<tr>
<td>Max. loss $ls$ flow</td>
<td>10–9–10–8 s</td>
</tr>
<tr>
<td>Ratio $ds$ &amp; $ls$ flows</td>
<td>1:10 to 1:50</td>
</tr>
<tr>
<td>Avg. packet size</td>
<td>94 – 699 bytes</td>
</tr>
<tr>
<td>Active volume</td>
<td>142 – 27,716 bytes</td>
</tr>
<tr>
<td>Mean rate</td>
<td>562 - 516,540 bps</td>
</tr>
<tr>
<td>Active time</td>
<td>1 – 34 s</td>
</tr>
</tbody>
</table>

We analyze the complexity of the proposed scheme by considering the time complexity of Algorithm 1. The while loop in step 3 runs $|F|$ times, and in each iteration, it makes a call to GET-QOS-PATH. Since the shortest-path computations from Yen’s algorithm are the most expensive operations in terms of time complexity, the running time of GET-QOS-PATH can be upper-bounded by $O(K(|L| + |S| \log |S|))$ (assuming an adjacency-list representation of the network graph $G$). Therefore, using aggregate analysis, the time-complexity of the proposed scheme is $O((|F| + |L| + |S| \log |S|))$. Hence, the proposed scheme runs in pseudo-polynomial time.

5 PERFORMANCE EVALUATION

5.1 Simulation Settings

We evaluate the proposed scheme using the POX SDN controller 7 and the Mininet network emulator 41. All the experiments were carried out in a PC with Intel® Core™ i7 CPU, 2.67 GHz processors and 8GB RAM running Linux kernel 4.4.0-103-generic. Different simulation parameters are considered as mentioned in Table 3. For our experiment, we consider two existing network topologies — AttMpls and Goodnet — from the Internet Topology Zoo 41. We used the D-ITG traffic generator 45 to model IoT traffic flows from real traces presented in 30.

5.2 Benchmark Schemes

We compare the proposed scheme in terms of the performance metrics defined in Section 5.3 with baselines: Lagrangian Relaxation Based Aggregated Cost (LARAC) proposed in 11, Shortest Path Delay (SPD) proposed in 12, and Minimum Occupied Rule Capacity (MRC). The LARAC scheme uses a genetic algorithm (GA)-based approach to iteratively calculate the best QoS path. The SPD scheme considers the cost metric to be a function of link delay, where at every iteration, the next hop link with minimal delay is chosen. The MRC algorithm is based on a greedy heuristic, where at every switch, the neighboring switch with the maximum residual rule-capacity is chosen to be included in the routing path. This round-robin nature of MRC algorithm aims to evenly distribute the available rule-capacity of the network.

On the other hand, the proposed scheme Sway, considers the application-specific QoS requirements for each flow and calculates the K-shortest paths according to the type of flow. It then iterates though the K paths sorted on the basis of type i.e. delay or loss till the QoS requirements are met.

5.3 Performance Metrics

We consider the following performance metrics to evaluate the proposed scheme with the existing SPF-based and MRC schemes.

(i) End-to-end delay: We evaluate the average end-to-end delay experienced by each flow in the network given as $\sum_{f_k \in F} D(f_k)/|F|$. 
(ii) QoS violated flows: We evaluate the QoS violated flows in the network given as $(\sum_{f_k \in F} \sum_{x \in S} D(f_k)/(1-x_{i,j}))$. 
(iii) Activated links: We evaluate the active links in the network given as $\sum_{(i,j) \in L} (1 - \prod_{f_k \in F} (1 - x_{i,j}))$. 

5.4 Results and Discussion

5.4.1 Sway vs ILP

We used the Gurobi Optimizer 46 to solve ILP formulated in Section 4.2. Figure 6 shows the comparison between the proposed scheme, Sway, and the ILP-based solution. We observe that the proposed greedy approach takes less time compared to the ILP while having moderate deviation from the optimal solution. Thus, the proposed greedy approach offers adequate tradeoff between runtime and consideration of QoS criteria.

5.4.2 End-to-end Delay

We analyze the end-to-end delay experienced by flows in the network. Figure 7 shows the performance of Sway compared to the benchmark schemes. From the figure, it is evident that even with increasing number of flows, the proposed scheme outperforms the benchmark schemes in delay, packet-loss, bandwidth constraints and rule-capacity constraints.

7. https://github.com/noxrepo/

8. The proposed scheme and the term Sway are used interchangeably.

9. Flows having a routing path which do not satisfy the any one of delay, packet-loss, bandwidth constraints and rule-capacity constraints.
terms of end-to-end delay. In particular, Sway achieves 9%, 6%, and 10% (with AttMpls topology) and 11%, 4%, and 8% (with Goodnet topology) reduction in end-to-end delay (on average) as compared to LARAC, SPD and MRC schemes, respectively. This is indirectly dependent on the number of QoS violated flows, as they are routed using best-effort routing. Hence, a smaller percentage of QoS violated flows implies less end-to-end delay. The proposed scheme achieves optimal routing by alternating between the ds and ls flows. By routing ds flows using delay as routing metric and ls flows using loss as routing metric, it can simultaneously satisfy the QoS requirements of maximum number of flows.

Figure 7: End-to-end delay in the network with varying number of flows

Figure 8 shows the end-to-end delay with varying ratio of ds and ls flows. It is evident that while the performance of the proposed scheme varies with different ratio of ds and ls flows, it outperforms the benchmark schemes (LARAC, SPD, and MRC) in all the cases.

Figure 8: End-to-end delay in the network with varying ratio of ds and ls flows (1500 flows)

5.4.3 QoS Violated Flows

We analyze the percentage of QoS violated flows which have no feasible routing path and are therefore routed using best-effort. Figure 9 shows the performance of Sway compared to the benchmark schemes. We observe that the proposed scheme outperforms the existing schemes in terms of QoS violated flows as well. It is noteworthy that with an increase in the number of flows in the network, the proposed scheme significantly outperforms the benchmark schemes in terms of QoS violated flows. In particular, with 2000 flows in the network, Sway achieves 13%, 14% and 15% (with AttMpls topology) and 38%, 37% and 39% (with Goodnet topology) reduction in QoS violated flows as compared to the LARAC, SPD and MRC benchmark schemes.

In particular, from Figure 9, we observe that the LARAC, SPD and MRC schemes have a spike in QoS violated flows with 2000 flows in the network. This is due to the fact that the rule-capacity of the SDN switches is exceeded, resulting in flows passing through the switches to be dropped. Moreover, Figure 10 shows the percentage of QoS violated flows occurring with 2000 flows in the network. Sway is because Goodnet is sparser than AttMpls (Refer to Figure 9), which leads to faster exhaustion of rule-capacity. However, the proposed scheme takes into account the rule-capacity of the switches and thus achieves significant improvement in terms of QoS violated flows when the number of flows is large. Thus, the proposed scheme is scalable to a large number of flows and is suitable for an IoT environment consisting of a huge number of devices.

Figure 9 shows the percentage of QoS violated flows with varying ratio of ds and ls flows. We observe that although the performance of the proposed scheme varies with different ratio of ds and ls flows, the proposed scheme outperforms the benchmark schemes in all the cases. Hence, the proposed scheme is capable of maintaining good performance with varying ratios of delay-sensitive and loss-sensitive flows. Therefore, it is suitable for an IoT environment.

5.4.4 Activated Links

We evaluate the percentage of links activated in the network. Figure 11 shows the percentage of links activated using the proposed scheme, Sway, compared to the existing benchmark schemes with different number of flows. We observe that Sway has a higher percentage of link activation.
compared to the benchmark schemes, since it chooses optimal forwarding paths for both the delay-sensitive and loss-sensitive flows, by constructing different minimum spanning trees, dependent on the type of each flow. Further, the rule-capacity constraints of SDN switches also contribute to increased link activation, as discussed in Section 3.4. In particular, Sway incurs 13%, 15%, and 13% (with AttMpls topology) and 10%, 13%, and 10% (with Goodnet topology) more link activation (on average) as compared to LARAC, SPD, and MRC schemes.

From the above analysis, we see that the proposed scheme is capable of achieving optimal routing in terms of end-to-end delay and the number of QoS violated flows in the network, at the cost of increased link activation. The proposed scheme achieves optimal routing by making the best use of the link characteristics, and the type and behavior of the flows along with their associated requirements.

### 6 Conclusion

In this paper, we proposed a traffic-aware QoS routing scheme in SDIoT, which takes into account the differing QoS requirements of heterogeneous flows. We considered the heterogeneous flows as either delay- or loss-sensitive. We proposed a greedy approach based on Yen’s K-shortest path algorithm to calculate feasible routing path. Simulation results showed that compared to the existing single metric routing schemes, the proposed scheme can provide QoS to both delay- and loss-sensitive flows. Results also indicated that the proposed scheme significantly reduces the end-to-end delay and number of QoS violated flows in the network, while maintaining the QoS requirements. In this work, we assumed that flows are present in the network are either — delay- or loss-sensitive or both. However, in a large-scale network, it is expected that multiple heterogeneous devices will participate. Therefore, we plan to consider other type of flows (such as jitter-sensitive), in the network, as the future extension of this work. Additionally, we also plan to propose a low-level packet classification scheme for fine-grained QoS forwarding.
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