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Representation learning

● So far, it is quite clear that deep learning is best 
suitable for learning abstract representations

● This part continuous to focus on how part!

● Two major categories:
– Unsupervised

– Supervised



  

Fill in the blanks

● indian institute of __________

● times of _______

● hum hain raahi _______   _______



  

● indian institute of technology

● times of india

● hum hain raahi pyar   ke

Fill in the blanks

Context is Important!!



  

N-gram Language models (LM)

● Assign probability to a sequence:
– P(“indian statistical institute”)

● P(“institute” | “indian statistical”) 
● count(“indian statistical institute”) / count(“indian statistical”)

– P(“indian statistical institute”) > P(“indian statistical cinema”)

● 3-gram LM in terms of 2-gram LM
– P(w1 w2 w3) = P(w3 | w1 w2) = P(w3 | w2) x P(w2 | w1)

● In general,

P(wt∣w t−nw t−n+1⋯w t−1)



  

Generalisation

● Count generated from large corpus

● Would this generalise?

● If “cat is an animal” is there but “dog is an animal” is 
not. Can we still get P(“animal” | “dog is an”) to be the 
highest?
– If this pattern is not completely present, may be partially 

present
● “dog is”, “is an” “an animal” but it's difficult to generalise 

without knowing “dog” and “cat” has some semantic similarity!



  

Neural Network Language Model

● Using NN, let's model

One-hot encoding 
(fixed n=3)

Continuous 
representations

Addition

Probability distribution 
size of vocabulary

P(wt∣w t−nw t−n+1⋯w t−1)
Bengio et. al.
JMLR 2003



  

Neural Network Language Model

Representations

Potentially it will generalise to 
unseen patterns

“cat is an animal” and “dog is 
an animal” is possible to get if 
we have vectors for “cat” and 
“dog” are somewhat similar.

They will saturate the correct 
softmax unit!

Bengio et. al.
JMLR 2003



  

Neural Network Language Model

Representations

In the training process, we 
learn representations for a 
given term in the hidden layer.

Bengio et. al.
JMLR 2003



  

RNN Language Models

● Used to remove certain constraints for NNLM

● Variable length input

● Sometimes, RNNs provide more effective 
representation that NNs because of time dimension 
and Hidden-to-Hidden connection



  

Word2Vec

● Certain improvements over NNLM and many tricks

● Effectively two types of models
– Continuous Bag-of-Words (CBOW)

– Skip-gram model (Skip-gram)



  

Continuous BOW

● Direct one-hot input, no intermediate 
representations

● Trying to predict missing word from 
surrounding (variable length) context

One-hot encoding

Mikolov et. al.
Arxiv 2013



  

Skip-gram Model

Predict the context given the word!

Mikolov et. al.
Arxiv 2013



  

Softmax Output Layer

● Output layer probabilities

● Output layers from size 50k to 
500k

● Quite heavy to compute

● Impractical for large 
vocabularies

p j=
e y j

∑
i=1

V

e y i



  

Hierarchical Softmax
● Rather than having a flat layer, consider it as a hierarchical layer 

where units represent the internal nodes of a binary tree

● Terms are at the leaf of a complete binary tree

● Unit value suggests to go towards left or right child

● Size of the layer = log2(V )

Bengio et. al.
JMLR 2003

P(“dog” | context) = ( 1 – P(o1) 
* 1 – P(o2)
* P(o4))

Significant improvement: 
If V = 100000 → log(V) = 17



  

Creating Binary Tree

● Randomly
– Random order

● Using Wordnet
– Semantically similar words would be closer

– Leads to significant improvements

● Hierarchical clustering
– Tries to automatically cluster based on latent 

representations of the terms



  

Syntactic and Semantic relatedness

Test collection of word pair similarities

Semantic

Syntactic

Mikolov et. al.
Arxiv 2013



  

Results
Mikolov et. al.
Arxiv 2013



  

Word vector algebra

Paris – France + Italy  = Rome



  

Projections



  

Learning Phrases

● Not often phrases are simple compositions of the 
constituting words
– e.g. “new” + “york” + “times” != “new york times”

● Word to Phrases
– Treat phrases as words, Simple!

● How to identify them?
– Empirically from data 

– Pointwise mutual information

count (wi ,w j)−delta

count (w i)∗count (w j)

Mikolov et. al.
NIPS 2013



  

Examples

Find the fourth word given the three

Mikolov et. al.
NIPS 2013



  

Frequent words

● How often there would be terms like “the”, “a”, “and” 
appear in the training in a (very) large corpora?

● More meaningful context for “India”? → “Delhi” vs. 
“the” 

● Also vectors of such frequent terms don't change 
much during the training

● Hence, sub-sample them
– Discard a training example associated with a word with 

probability p = function(TF(w_i)) where TF(w_i) is freq. of 
w_i

Mikolov et. al.
NIPS 2013



  

Compositions

● In word2vec, word-vectors are added to form the 
context to maximize average log probability:

Hence if some words (e.g. “PM”  “India”) appears quite often in 
the context for the given word “Narendra Modi”, this would lead 
to additive compositions like 

PM + India = Narendra Modi

Mikolov et. al.
NIPS 2013



  

Composition Results

Closest tokens for the given addition

Mikolov et. al.
NIPS 2013



  

DSSM: distributed structured 
semantic model

● So far, the training has been unsupervised – i.e. we 
don't tell the model explicitly that these two words 
have closer meanings or these two text are 
semantically similar

● Sometimes, we do have such information

● User clicks in web-search
– Query-document pairs

– We have some relevance signals



  

DSSM

Query Relevant document Irrelevant document



  

Training DSSM

● Calculate the gradient of J(θ) and backpropagate in 
the network

● Error function forces such representations which 
maximises the cosine similarity between the query and 
relevant document

● Noise contrastive component: It also tries to minimise 
the cosine similarity between the query and a 
irrelevant document



  

Word hashing

● For web search the vocabulary can really go high!

● Many valid non-language terms e.g. “www”, “y2k”, 
“iphone”, “i7”

● Encode the vocabulary into bag-of-character-grams

● “y2k” will become a combination of word-hashes “#y2”, 
“y2k”, “2k#” where '#' is marking the term boundary

● So now the vocabulary is all the word-hashes

Drastic compression
500k words → 30k word hashes

Huang et. al.
CIKM 2013



  

DSSM
Huang et. al.
CIKM 2013



  

Results

Test collection of 16k query and document title pairs

Vocabulary = 40k except WH

Huang et. al.
CIKM 2013



  

CDSSM
Shen et. al.
WWW 2014



  

CDSSM Results
Shen et. al.
WWW 2014



  

Questions?

Thanks!



  

Story so far..

● Basics of Deep Learning

● Deep Learning Architectures and Frameworks

● Learning Representations
– Neural Network Language Model

– Word2Vec (Continuous BoW, Skip-gram)

– Learning Phrases

– DSSM

– CDSSM

● Applications of Deep Learning for IR

● Summary
Thanks!
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