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ABSTRACT
The current study presents a two-stage question retrieval approach
which, in the �rst phase, retrieves similar questions for a given
query using a deep learning based approach and in the second
phase, re-ranks initially retrieved questions on the basis of inter-
question similarities. The suggested deep learning based approach
is trained using several surface features of texts and the associated
weights are pre-trained using a deep generative model for better
initialization. The proposed retrieval model outperforms standard
baseline question retrieval approaches. The proposed re-ranking
approach performs inference over a similarity graph constructed
with the initially retrieved questions and re-ranks the questions
based on their similarity with other relevant questions. Suggested
re-ranking approach signi�cantly improves the precision for the
retrieval task.
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1 INTRODUCTION
Community question answering (CQA) services provide a platform
where people from di�erent background can ful�ll their information
need by browsing historical archive of question-answer pairs and
asking/answering queries. With increasing popularity over time,
CQA services stacked huge amount of question-answer pairs in
their archive. This historical data can be used to retrieve similar
questions and hereby avoiding the time-lag between posting a
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query and attaining a personal response [32]. Question retrieval
returns direct and comprehensive answers to the user query unlike
traditional web-search services [5].

One primary challenge in developing a question retrieval sys-
tem is handling lexical gap between query and questions. Lexical
gap is a word-mismatch problem which often misleads retrieval
systems to regard relevant questions otherwise. For example in
Table 1, lexical mismatch between the terms ‘spice’ and ‘pepper’
poses challenges in �nding similar questions. This issue becomes
even more crucial due to short length and informal nature of the
web-queries. It also has been a major hindrance for directly using
traditional information retrieval (IR) techniques (such as, vector
space model, Okapi BM25 model, language model) in developing
question retrieval systems.

Query How to get ghost peppers?
Relevant Question Best advice to grow spice?

Irrelevant Question How to get over ghosts?
Table 1: Example of lexical gap in question retrieval

To handle lexical gap issue, various approaches have been re-
ported among which translation, syntactic tree matching and topic
model based approaches are signi�cant. Assuming question-answer
pairs as “parallel texts”, translation-based approaches determine
word-to-word (or, phrase-to-phrase) translation probabilities and
hereby reduce the problem of lexical gaps [7, 26]. Syntactic anal-
ysis based approaches leverage syntactic and semantic similari-
ties between query and questions to overcome lexical mismatch
issue [14, 25]. Topic-based models determine similarity between
question-pairs based on similarity between their respective topical
distributions. On the other hand, recent studies tend to adopt dis-
tributed representations of texts to better comprehend the question-
semantics in a low-dimensional vector space.

The current work proposes a two-stage retrieval approach: (i)
question retrieval employing a deep learning based model trained
using several surface features and (ii) re-ranking initially retrieved
questions by exploiting inter-question similarity. The present study
intuitively suggests various surface features, many of which are
vastly discussed in the literature in relating a query-question pair.
These features are fed as input in a neural network model which
classi�es a test query-question pair as relevant or irrelevant. Typi-
cal neural network models su�er from the issue of over �tting due
to poor weight initialization. Therefore, present study suggested a
deep generative model composed of numbers of restricted Boltz-
mann machines (RBM). In this model, each RBM infers associated
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non-linear features in the hidden layers for a given feature set in the
visible layer and hereby, the generative model provide better initial-
ization for the weights. The learned weights are used to initialize
the hidden layers of the neural network. Finally, leveraging dis-
criminative �ne-tuning of proposed network, query-question pairs
are classi�ed as relevant and ranked based on scores. The initially
retrieved questions is then re-ranked by performing inference over
a network of questions constructed based on question-question sim-
ilarity. The suggested re-ranking strategy assumes that, a question
will be similar to an input query if it is similar to other questions
that are relevant to the same query. Hence, based on inter-question
similarity, initial retrieval score is re-weighed and a �nal ranked
list is generated. A series of experiments are �nally conducted to
evaluate the performance of the proposed system. The contribution
of the current work are as follows.

• The present study, leveraging on word alignments as well
as the proposed combination of surface features, success-
fully reduces the issue of “lexical gap".

• The proposed deep neural network based approach uni-
�es diverse surface features, including both discrete and
continuous features e�ectively without making detailed
assumptions about the data distribution. Hence, it reduces
the burden to analyze complex syntactic structures or em-
ploying external knowledge-base (such as, WordNet).

• Pre-training the neural network using deep generative
model such as, deep belief nets guarantees better perfor-
mance as, weight parameters are properly initialized and
chance of over �tting are minimized.

• The proposed re-ranking strategy tries to re-appropriate
the signi�cance of the query terms by scoring the questions
based on inter-question similarity. Such method can reduce
bias toward speci�c set of terms present in queries.

The rest of the paper is organized as follows: Section 2 dis-
cusses existing works related to question retrieval and re-ranking
approaches. Section 3 and 4 presents respectively the proposed ap-
proaches for question retrieval and re-ranking of initially retrieved
questions. Sections 5 and 6 discuss the experimental methods, per-
formances and corresponding analysis. Section 7 concludes the
paper with proposed directions toward future research.

2 RELATEDWORK
2.1 Related Work on Question Retrieval
With increasing popularity of community question answering (CQA)
sites, enormous research e�orts have been made to improve ques-
tion retrieval performance. These studies can be approximately
classi�ed in �ve major groups. The �rst group considers question
answer pairs as “parallel-texts” and learns translation models to
overcome lexical gap. Context information have been incorporated
later via phrase-based models generating more accurate transla-
tions [30]. Such models are further improved by modeling domain-
speci�c semantics of the word/phrases by discriminating named
entities and noisy (unimportant) words present in the questions [21].
Recently translation models have been developed by employing ef-
�cient paraphrasing technique [29]. Translation-based approaches
consistently prove their mettle yielding better performance than

the traditional IR based approaches (such as, VSM, BM25 and LM)
even if the problem of lexical gap persists.

The second group of studies are focused to achieve better re-
trieval performance by leveraging categorization information. The
key idea is �ltering irrelevant questions from archive using cate-
gory information which denotes topical or categorical aspects of a
question. [5, 6] used question-category information for smoothing
in language-based models whereas, [31] re�nes retrieved questions
using a disjoint category hierarchy.

The third group of studies target modeling topic distributions of
the questions. Topic distributions, modeled by probabilistic topic
models, encode topical attributes of a question in a lower dimension
o�ering better comparison. However, topic model based approaches
often su�ers due to data sparsity problems. Such inadequacies are
handled by fusing these models with other retrieval approaches
(such as, translation-based language model in [4]) or related tasks
(such as, modeling user preferences).

The fourth group employs syntactic information for retrieving
similar questions. [10] employed a tree-cut method to extract syn-
tactic structure, topic and focus of the questions. The extracted
information is incorporated in a language-model based retrieval
approach. [24] proposed a syntactic tree matching model where
syntactic trees extracted from questions are compared for (i) syntac-
tic structure at tree level and (ii) semantic relatedness at node-level.
[23] proposed a pattern-recognition based approach to compare
syntactic similarity. However, determining accurate syntactic struc-
ture is di�cult for casual web-queries.

The previous four groups of studies advocated the use of di�er-
ent surface representations of texts to retrieve similar questions.
Despite �nding new and signi�cant aspects to better comprehend
the underlying semantics of the questions and user’s information
need, previous approaches failed to combine these features in a
common framework. Hence, recent studies lean toward employing
distributed representations of texts. In these approaches questions
are generally modeled in a lower dimensional semantic space [22]
or concept space [32] and their similarity is determined. Questions
and answers are often encoded separately using de-noising auto-
encoders and combined later using a convolutional neural tensor
network [19]. Recently, learning-to-rank (LTR) based framework
are employed to retrieve the ranked list based on the distance-based
probability scores. Using standard LETOR and semantic features,
ranking frameworks (such as, SVMrank) are also trained to approx-
imate distances between query-question pairs [11, 33]. The current
study suggests a deep neural network model trained on a variety
of surface features extracted from query-question pairs to retrieve
similar questions.

2.2 Related Work on Re-ranking
Although re-ranking has been one of the top research topics in �eld
of information retrieval, it has not been employed in question re-
trieval systems so far. In information retrieval systems, re-ranking is
primarily achieved in two ways: (i) direct re-ranking on initially re-
trieved documents and (ii) indirect re-ranking via query expansion.
Query expansion based approaches assume top ranked documents
to be relevant and hence, augment the original query using the
terms present in all of these documents. Using expanded queries,
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retrieved lists are less a�ected by lexical gap. On the other hand,
direct re-ranking re-orders the initially retrieved documents by
adjusting their weights.

Direct re-ranking approaches engaged by retrieval systems, can
be classi�ed into three categories based on the resources utilized.
The �rst category exploits inter-document similarities. In such ap-
proaches, each of the initially retrieved documents are scored based
on their initial score and inter-document distances [1]. The inter-
document similarities are typically determined using term-overlap
[13, 16, 27], relative diversity and information richness [28], dis-
cussed topics [9]. The second category maneuvers various external
resources to reweigh the initial retrieval scores such as, hand crafted
thesaurus [20], rule-base in form grammar [2] or controlled vocab-
ularies [12]. The third category re-weighs initial scores leveraging
document metadata such as, title [17] or stemmed and un-stemmed
words respectively from initially retrieved documents and queries
[8]. There are some studies where cluster-based and structural re-
ranking based approaches are integrated to achieve better retrieval
performance in terms of both precision and recall [18]. The current
study introduces re-ranking approach for question retrieval where
the initially retrieved list of questions are re-weighed based on
inter-question similarity determined using term-overlap.

3 PROPOSED QUESTION RETRIEVAL
Web-queries are short in length, hardly follows grammar and stan-
dard word-usages. It is di�cult to extract grammatical surface fea-
tures and learn a model using these features to determining similar-
ity between question pairs. Considering the signi�cance of surface
features and inability of traditional retrieval systems in aggregating
these features, the present study proposes a deep learning based
approach leveraging several surface features.

3.1 Pre-training
The current study proposes a deep learning based approach where
a neural network, consisting of multiple hidden layers of units
between the input and output layers, is employed to classify query-
question pairs as relevant or irrelevant. Various surface features
representing similarity between a query-question pair as fed as
input and �nal output classi�es a pair. To overcome the common
issue of over �tting, the current work suggests using a generative
model such as, deep belief net (DBN) to generatively pre-train the
neural network to learn the initial weights properly. A DBN is a
stochastic generative model composed of multiple hidden layers
and are trained in an unsupervised, layer-by-layer manner where
the layers are typically made of restricted Boltzmann machines
(RBM). Once an RBM is trained, another RBM is stacked atop it,
taking its input from the �nal already-trained layer. The new visible
layer is initialized to a training vector, and values for the units in the
already-trained layers are assigned using the current weights and
biases. The new RBM is then trained with the procedure above. This
whole process is repeated until some desired stopping criterion is
met. Finally, the pre-training step is pursued using the DBN model
which initializes the weights using greedy layer-wise Contrastive
Divergence (CD) technique.

3.1.1 Restricted Boltzmann Machine. An RBM, as shown in Fig-
ure 1, is composed of primarily a visible layer v and a hidden layer

h. The visible and hidden units of an RBM are connected using
a m x n matrix of weightsW and associated o�sets ai and bj are
denoted as biases for the visible and the hidden units respectively.

. . . .

. . .

h

v

W

Figure 1: AnRBMnetwork, composed of a visible layerv and
a hidden layer h, with a matrix of weightsW = {wi j } where,
wi j connects hidden unithj and visible unitvi . In the current
work, series of RBMs are used to develop a deep generative
model to initialize the weights for the proposed neural net-
work model DNN

For an RBM, the energy of a joint con�guration is given by:

E(v,h;θ ) = −aT v − bT h − vTWh (1)

where θ = (W ,a,b). The probability the model assigns to the
visible layer v is:

p(v;θ ) =
∑
h e
−E(v,h)∑

u
∑
h e
−E(u,h)

(2)

Since there are no hidden-hidden or visible-visible connections,
the conditional distributions p(v |h) and p(h |v) are given by:

p(vi = 1|h) = σ (ai +
∑
j
w jihj ) (3)

p(hj = 1|v;θ ) = σ (bj +
∑
i
wi jvi ) (4)

where σ is the logistic sigmoid function.

3.1.2 Training of an RBM. Following the gradient of the joint
likelihood function for data and labels, the update rule for the
weights is given by:

∆wi j = 〈vihj 〉data − 〈vihj 〉r econ (5)

where 〈vihj 〉data is the frequency of visible unit vi and hidden
unit hj occurring together in the training set and 〈.〉r econ repre-
sents the same expectation with respect to the sample distribution
obtained by running the Gibbs sampler initialized at the data for
one full step.

3.2 Training
The present work uses a neural network with one input layer, two
hidden layers and an output layer as shown in Figure 2. Weights, ini-
tialized in the pre-training phase, are used in the proposed network
which is discriminatively �ne-tuned by standard back propagation
technique. Length and number of hidden layers are set to achieve
optimal performance.
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Figure 2: Proposed Neural Network model with input layer
(x), two hidden layers (h1 and h2) and an output layer (y).
W1, W2 andW3 are the associated weight matrices connect-
ing di�erent layers. In the present context, optimal set of
features extracted from query-question pair is fed the input
layer and the output layer represents whether the input pair
is relevant to each other or not.

3.3 Feature Description
The current work comprises numerous surface features as discussed
below:
Lexical Features: Lexical features pertain to the term itself and
hence describes the components of a text aptly. The present study
advocates for exploring following lexical features:

• BM25 score: It is traditional Okapi BM25 similarity between
a query-question pair as obtained by Apache Lucene 1 with
default parameter settings.

• Word n-gram Overlap: The current study extracts word
n-gram counts for n = 1, 2 and 3 between query q and
question Q as follows:

Word n-gram Overlap= Count of n-grams common in q and Q
Total count of n-grams present in Q

• Cosine Similarity: In the present study, cosine similarity
measures lexical similarity based on overlap between word
n-grams(n=1,2,3) in the query and the question.

Syntactic Features: Syntax speci�c features (such as, POS tags,
phrasal or syntactic structures) are useful to disambiguate between
di�erent lexical and semantic aspects. The current work proposes
following syntactic features:

• Noun Overlap: It is the count of common nouns between a
query-question pair. The count is normalized by the num-
ber of nouns present in the question. Di�erent POS tags
(nouns or verb) are determined in the current study using
Stanford POS tagger2.

• Verb Overlap: Similarly, the count of common verbs normal-
ized by the number of verbs in the questions is considered
as verb overlap.

• Dependence-pair overlap: It is the normalized count of com-
mon dependence-pairs between a query-question pair. De-
pendencies are determined using Stanford parser 3 in the
question. Dependence-pair is the pair of words which are
connected via a dependency relationship. For example, the

1http://lucene.apache.org/
2http://nlp.stanford.edu/software/tagger.html
3http://nlp.stanford.edu/software/lex-parser.html

sentence ‘Barack Obama was born in Hawaii has dependen-
cies: compound(Obama, Barack), nsubjpass(born, Obama),
auxpass(born, was), root(ROOT, born), case(Hawaii, in) and
nmod(born, Hawaii). Hence, the associated dependence-
pairs are: (Obama, Barack), (born, Obama), (born, was),
(ROOT, born), (Hawaii, in) and (born, Hawaii).
• Named-entity overlap: It is the normalized count of common

named-entities between a query-question pair. Named-
entities have been recognized using Stanford NER (Named
Entity Recognizer) 4.

Semantic Features: Semantic features capture meaning of a term
in the context they have been used. Such features can handle the
lexical gap issue and hence, considered as signi�cant aspects while
determining similarity between query-question pairs.

• Word alignments: It is the translation probability score be-
tween two texts. To determine word-to-word translation
probabilities, a word-alignment model using Giza++5 is
trained on similar question-pairs from held-out data. Fi-
nally, employing statistical machine translation using IBM
model-1, the translation probability between the question
pairs is calculated.

• Common frames: Using Frame net, semantic frames as-
sociated with the lexemes present in both questions are
determined. Finally, the normalized count of the common
frames have been considered as one of the features.

3.4 Optimal Feature Selection
Present study conducts a statistical signi�cance test using chi-
square and mutual information (MI) scores between the features
for each query-question pairs and associated class labels. Based on
signi�cance as shown in Table 2, top 10 features from the entire set
of 13 features have been selected.

Features Chi-square MI
BM25 score 6231.33 0.4

Word 1-gram Overlap 5817.15 0.2
Word 2-gram Overlap 5523.67 0.15
Word 3-gram Overlap 4972.72 0.08

Cosine Similarity (Word 1-gram) 5224.44 0.34
Cosine Similarity (Word 2-gram) 5007.32 0.31
Cosine Similarity (Word 3-gram) 3923.8 0.12

Noun Overlap 3825.7 0.2
Verb Overlap 3593.18 0.13

Dependence-pair overlap 1276.2 0.01
Named-entity overlap 1312.59 0.01

Word alignments 2648.93 0.14
Common frames 812.33 0.004

Table 2: Performance of statistical signi�cance test of fea-
tures using chi-square and mutual information (MI) scores.
Features mentioned in bold are the top 10 features selected
in optimal set

4http://nlp.stanford.edu/software/CRF-NER.shtml
5http://www.statmt.org/moses/giza/GIZA++.html
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3.5 Data Representation and Ranking
A question is represented with the following meta data: unique
id, title and body where only id and title are the mandatory �elds.
Standard preprocessing steps (such as, stop word removal, lemma-
tization and stemming) have been carried out wherever required
before feature generation. During testing, the proposed neural net-
work model assigns a probability score for each test query-question
pairs and based on these scores, an initial retrieval list of questions
is generated.

4 PROPOSED RE-RANKING
Being inspired by [13], present study suggests a re-ranking tech-
nique to improve question retrieval performance. Basic hypothesis
behind the proposed structural re-ranking approach is: A question
(Qi ) is ranked higher with respect to a query (q) if it is similar to most
of the other questions retrieved for the same query. The re-ranking
strategy adopts a scoring function that is computed by considering
the amount of support it receives from other questions.

For a target query q, an initial set of questions Qinit is retrieved
from question repository C. We de�ne a scoring function ISY (X )
to be a score that is assigned to question Y for an input query X .
Each of the retrieved questionsQi ∈ Qinit obtains an score ISQi (q)
during initial retrieval. The re-ranking of initial retrieved questions
Qinit is achieved in three steps: (i) support graph generation and (ii)
determining cumulative support and (iii) �nal scoring. The detailed
steps for re-ranking are illustrated below in Figure 3.

4.1 Support Graph Generation
A support graph for a set of retrieved questions Qinit encodes
support relationship between di�erent pairs of questions in Qinit .
A question Q j is assumed to receive support from another question
Qi ∈ Qinit if Qi is retrieved against a query in form of Q j . In this
case, we establish an edge Qi → Q j in the support graph.

Algorithm 1: Support Graph Construction with Qinit
Input : Initial Retrieve Set (Qinit )
Output :Support Graph G = (V, E)

1 V ← ∅;
2 E ← ∅;
3 for i ← 1 to |Qinit | do
4 vi ← CreateNode(Qi);
5 V ← V ∪ {vi };
6 end
7 for j ← 1 to |Qinit | do
8 Topα (Q j ) ← RetrieveTop(Q j ,Qinit − {Q j },α);
9 for i ← 1 to |Topα (Q j )| do

10 e ← CreateEdge(Qi → Q j);
11 wt(Qi → Q j ) ← Compute weight with Eqn 6;
12 end
13 end

De�nition 4.1 (Support Graph). A support graph is a directed
and weighted graph G = (V, E). Each question from the initial
retrieved set Qinit is represented by a node v ∈ V . A directed

edge Qi → Q j in E represents the amount of support Q j receives
from Qi . The amount of support is quanti�ed by a weight function
wt(Qi → Q j ) as de�ned in 4.2.

De�nition 4.2 (Edge Weight Functionwt(.)). Let us assume that
Topα (Q j ) is the set of top α questions {Qi |Qi ∈ Qinit − {Q j } for
query Q j with respect to a scoring function ISQi (Q j ). The amount
of support that Q j receives from Qi is computed as follows:

wt(v[Qi ] → v[Q j ]) =

{
ISQi (Q j ) if Qi ∈ Topα (Q j ),

0 otherwise
(6)

The construction of supports graph starts with a set of node
created out of the set Qinit . For each question Qi the construction
algorithm (see 1) identi�es top α similar questions in Qinit − {Q j }

and establishes edges for each respective pair of questions. This
process is applied iteratively until all the question in Qinit are pro-
cessed. A visual description of the construction process in presented
in Figure 3.

In boundary conditions, supports from all the questions to a
question in concern may be zero or insigni�cant. Consequently,
contribution from structural re-ranking stage will become insignif-
icant. This will heavily penalize a question that has got moderate
score in the �rst phase. In order to handle this issue, we have em-
ployed Pagerank’s smoothing technique in [3]. According to this
technique, a graphG is smoothed toG[λ] to avoid zero edge-weights
using smoothing parameter λ ∈ [0, 1) where, G[λ] = (V, E[λ] ) has
smoothed edge weights (wt [λ]) as de�ned below:

wt [λ](v[Qi ] → v[Q j ]) = (1 − λ)
1

|Qinit |
+

λ
wt(v[Qi ] → v[Q j ])∑

Q ′j ∈Qinit
wt(v[Qi ] → v[Q ′j ])

(7)

for every Qi ,Q j ∈ Qinit .

4.2 Cumulative Support Determination
A straightforward way to determine the total amount of support
other questions provide to a particular questionQ j with respect to a
given graphG[λ] = (V, E[λ] ) is to set it toQ j ’s weighted in-degree.
We call it a Non-Recursive (CSNR ) support model which is given
by:

CSNR (Q j ,G
[λ]) =

∑
Qi ∈Qinit

wt [λ](v[Qi ] → v[Q j ]) (8)

In another consideration, the amount of support question Qi
propagates to question Q j will be dependent on how much sup-
port Qi is getting from others. Hence, another recursive version of
cumulative support (CSR ) is determined as:

CSR (Q j ,G
[λ]) =

∑
Qi ∈Qinit

wt [λ](v[Qi ] → v[Q j ]).

CSR (Qi ,G
[λ])

(9)
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Figure 3: Re-ranking of initially retrieved questions: (i) generating support graph to represent the similarity between questions
and (ii) determining cumulative support each question obtains from other questions in the graph and (iii) �nal scoring for
each questions for further ranking

4.3 Final Scoring
For a query-question pair (q,Q j ), the �nal score of Q j is a function
of initial retrieval score ( ISQ j (q)) obtained from stage 1 and cumu-
lative support score (CSR or CSNR ) computed in stage 2. The �nal
score function is given by:

SRγ (Q j ,q) = CSγ (Q j ,G
[λ]) ∗ ISQi (q) (10)

where γ ∈ [NR,R]. Hence, the present study generates two re-
ranking models namely: recursive and non-recursive re-ranking
models. Retrieval performances are compared for di�erent values
of the parameters α and λ within ranges [5,10,15,20,..,|Qinit |-1]
and [0,0.05,0.1,0.15,..,0.95] respectively. Finally, the parameters α
and λ have been set to values 15 and 0.05 respectively to achieve
optimal retrieval performance with respect to performance metric
Precision@5.

5 EXPERIMENTAL SETUP
5.1 Data preparation
To evaluate the proposed retrieval approach, query and question
archives from AskUbuntu forums has been used as dataset [15]. This
dataset comes with a gold-standard where for each of the queries
similar questions from the repositories are manually annotated.
Table 3 presents an overview of the datasets.

Train Set Dev Set Test Set
Query 4341 200 186

Question 167765 167765 167765
Table 3: Overview of AskUbuntu dataset

Apart from these questions, the current study uses two held-out
data: (i) AskUbuntu held-out data as used in [15] to empirically
optimize the neural network parameters and (ii) Stack Exchange
held-out data of 100K similar question-pairs to train word alignment
models.

5.2 Experiments
In the current work, four retrieval approaches are employed as
baselines: (a) Okapi BM25 model (BM25), (b) language model us-
ing Jelinek-Mercer smoothing (LM), (c) translation-based language
model (TRLM) and, (d) syntactic tree matching (STM) [24]. These
baseline models are compared against the deep learning approach
proposed in the current study, named as DNN, using six metrics:
Mean Average Precision (MAP), R-precision, Mean Reciprocal Rank
(MRR), Precision@1, Precision@5 and Precision@10. Implemented
retrieval models are also compared against a RCNN (Recursive
Convolutional Neural Network) based model in [15] deployed on
same AskUbuntu dataset. To inquire the classi�er’s performance
in retrieval, the proposed deep learning based approach has been
substituted with a SVM classi�er with default parameters as sug-
gested by LIBSVM 6. Experimental results are compared against
the provided gold-standard data and the performance is shown in
Table 4.

Model MAP RP MRR P@1 P@5 P@10
BM25 45.49 54.2 57.8 48.4 36.7 19.9
LM 45.2 52.8 58.4 46.2 36.7 17.6

TRLM 42.6 50.4 56.6 43.1 33.6 16.6
STM 38.9 44.8 46.6 39.8 28.3 11.6
SVM 59.2 66.7 68.6 60.1 48.3 30.6

RCNN 62.3 _ 75.6 62.0 47.1 _
DNN 64.4 69.8 72.8 67.9 54.1 31.7

Table 4: Performance of question retrieval models on
AskUbuntu test data. Only the available performance mea-
sures have been mentioned for model RCNN as collected
from [15]

DNN is further re-ranked separately with both non-recursive
and recursive cumulative support as discussed in equation 6 and 7
respectively to form models: RNR and RR . While determining top
generators Topα (.) for questions in the above mentioned models,
6https://www.csie.ntu.edu.tw/ cjlin/libsvm/
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present study employs two di�erent retrieval model: (i) language
model using Jelinek-Mercer smoothing (LM) and, (ii) proposed
model DNN. For di�erent retrieval model used to determine top
generatorsTopα (.), two di�erent models are formed as: R(LM) and
R(DNN ). Therefore, employing (i) di�erent versions of cumulative
support and (ii) di�erent retrieval model used to determine top gen-
erators, current study developed four retrieval models: RNR (LM),
RR (LM), RNR (DNN ) and RR (DNN ).

The objective of re-ranking is to re-order a list of initially-retrieved
questions to improve precision at the top ranks of the �nal results.
Hence, these models are evaluated using the same performance
metrics. The parameters α and λ have been optimized with respect
to the measure P@5, not with respect to all the evaluation mea-
sures. The optimal value of α has been noted in the range 5-15 with
respect to P@5, suggesting that propagating cumulative supports
from relatively small number of questions can e�ectively re-rank
the questions. In contrast, λ exhibited substantial variance in opti-
mal value for P@5. In the current study, |Qinit | is set as 50 as, for
higher values similar performances were obtained. Experimental
results are compared against the provided gold-standard data and
the performance is shown in Table 5.

MAP RP MRR P@1 P@5 P@10
DNN 64.4 69.8 72.8 67.9 54.1 31.7

DNN + RNR (LM) 60.2 62.4 63.7 58.1 47.3 27.5
DNN + RR (LM) 64.0 64.7 66.6 63.2 51.7 30.8

DNN + RNR (DNN ) 60.8 62.2 65.2 59.6 49.1 28.3
DNN + RR (DNN ) 65.8 68.5 73.3 68.6 56.8 30.8

Table 5: Performance of re-ranking on AskUbuntu test data
where, R (or, NR) denotes the associated cumulative support
determined in recursive (or, non-recursive) fashion and LM
(or, DNN) denotes the retrieval model employed to deter-
mine top generators for a question

6 PERFORMANCE ANALYSIS
The observations that can be made from the experimental results
are: (i) traditional baseline models like BM25 and LM performed sim-
ilarly, (ii) translation-based model (TRLM) and syntactic-matching
model (STM) could not perform at par with traditional models, (iii)
proposed approach DNN outperforms traditional baseline models
with signi�cant margin, (iv) DNN consistently performed better
than SVM & RCNN and, (v) using re-ranking, further improvements
are reported in retrieval performance.

Translation-based model failed to improve retrieval performance
due to domain-speci�c nature of AskUbuntu dataset. Similarly, due
to informal nature of texts, syntactic models also performed poorly.
For the following example, top retrieved questions from TRLM and
STM are irrelevant compared to the same retrieved by proposed
DNN model.

Query Wi� issue after ubuntu upgrade
TRLM Wi� and ethernet stopped working in ubuntu 14.04

STM Upgrade to 14.04 from 13.10 Not Working
DNN Wi� not working after upgrading Ubuntu 16.04

The proposed model, DNN, e�ectively uni�es the optimally se-
lected surface features. As a result, DNN performs consistently
better than RCNN and SVM. In the following table, RCNN and SVM
[15] puts more weight on lexical matches, but DNN comprehend
the information need better. Due to feature ‘word alignment’, lex-
ical gap is handled between terms �ash and USB and the central
action of the query: mounting has been supported with feature:
‘verb overlap’.

Query How to mount �ash drive
RCNN How to install ubuntu on �ash drive

SVM How to mount USB drive from the terminal
DNN USB devices not mounted

Detailed analysis concludes that re-ranking approach failed to
improve retrieval performance where, (i) questions of di�erent syn-
tactic structures have been compared, (ii) presence of terms which
are relevant but used rarely, (iii) domain-speci�c semantics of the
questions could not be captured well and (iv) extracted features
were erroneous. For example, for a query ‘normal mod not found’
re-ranking improved ranking of questions due to absence of in-
consistencies with respect to syntactic structures for the second
question. On the other hand, presence of rare terms like BTRFS or
GRUB2 deteriorates the rank for the last question.

Question Rank before Rank after
re-ranking re-ranking

error: �le ’/grub/i386-pc 1 1
/normal.mod’ not found

How to deal with "’normal.mod’ 4 2
not found" in grub rescue

error: BTRFS and GRUB2 issue 5 11

Using re-ranking retrieval performance is enhanced for all eval-
uation measures although, parameters related to re-ranking ap-
proaches have been optimized with respect to measure Precision@5.
This indicates the e�ectiveness of the re-ranking approach in re-
ordering initially retrieved list appropriately so that the most similar
questions are placed in top ranks enhancing all the measures to-
gether. The propagated support, in terms of similarity between
questions, to one question always enhanced its �nal score. As a re-
sult, recursive cumulative support based re-ranking achieved better
performance than using non-recursive cumulative support based
re-ranking.

Although the current study showed signi�cant improvement in
retrieval performance, there are still plenty scope to improve the
proposed approach:

• Using advanced surface features (such as, overlap in de-
pendency relation triples and overlap in semantic roles)
and distributed features (such as, distributional similarity
between texts, nouns or verbs etc).

• Using denoising auto-encoders (DAE) in pre-training phase,
so that the features can better discriminate between ques-
tions.

• Optimizing parameter with respect to metrics MRR or P@1,
better retrieval performance can be achieved in top ranks.
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• Exploring hybrid re-ranking approaches on improved re-
trieval model, inter-question similarities can be captured
e�ciently and hence, better precision can be achieved.

7 CONCLUSION
The current paper presents a two-stage approach combining ques-
tion retrieval system using a deep learning based approach DNN and
re-ranking. In the �rst phase, DNN is trained over signi�cant lexical,
syntactic and semantic features to map the similarity between a
query-question pair. DNN approach outperformed traditional in-
formation retrieval based systems with signi�cant margin. In the
second phase, retrieval performance is further improved with the
help of the inter-question similarity. The performance gain achieved
by the re-ranking module speaks for its mettle wherever applied. A
comparison has been made with for the AskUbuntu dataset where,
the proposed approach RNR (DNN ) surpass state-of-the-art model
RCNN and classi�ers like SVM with signi�cant margin.
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