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Abstract. The overwhelming number of scientific articles over the years calls
for smart automatic tools to facilitate the process of literature review. Here, we
propose for the first time a framework of faceted recommendation for scientific
articles (abbreviated as FeRoSA) which apart from ensuring quality retrieval of
scientific articles for a query paper, also efficiently arranges the recommended pa-
pers into different facets (categories). Providing users with an interface which en-
ables the filtering of recommendations across multiple facets can increase users’
control over how the recommendation system behaves. FeRoSA is precisely
built on a random walk based framework on an induced subnetwork consisting of
nodes related to the query paper in terms of either citations or content similarity.
Rigorous analysis based an experts’ judgment shows that FeRoSA outperforms
two baseline systems in terms of faceted recommendations (overall precision of
0.65). Further, we show that the faceted results of FeRoSA can be appropriately
combined to design a better flat recommendation system as well. An experimen-
tal version of FeRoSA is publicly available at www.ferosa.org (receiving
as many as 170 hits within the first 15 days of launch).

1 Introduction
One of the most common ways of doing any literature survey is perhaps the following
– start from a known article and then traverse along those articles which have either
cited the known article or have been cited by the known article. In particular, when a
researcher reads the known article, she starts ruminating and asking recurrent questions
pertaining to it that can further lead her to browse the other articles. These questions
are most often synthesized based on the knowledge context of the users. For instance,
an expert user, while reading a paper, might want to find papers presenting “alternative
approach” of the query paper; while on the other hand, a naı̈ve user might be interested
to understand the “background” of the query paper. A smart recommendation engine
should be able to organize the recommended papers into multiple such facets/tags. This
would not only reduce the tedious effort of searching related articles, but also should an-
swer a more fundamental question: what is the role of a recommended paper in relation
to the query paper. However, the traditional paper recommendation systems primarily
aim at improving the relevance of the recommendations and therefore tend to overlook
the above fundamental aspect.
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Fig. 1: An illustrative example of a flat (left) and a faceted (right) recommendation
system. The figure in the right side shows three facets (see Section 3) through which
the recommended papers are related to the query paper.

In this paper, we attempt to build a “Faceted Recommendation System for Scientific
Articles” (FeRoSA) that given a query paper, in addition to recommending the relevant
scientific papers, organizes the recommendations into facets, thereby, suitably cater-
ing to the appropriate knowledge context of the end user. Our methodology is based
on a principled framework of random walk with restarts that attempts to simulate the
traversal mechanism of a user initiating from the known article. The model takes into
consideration both the citation links as well as the content information to systemati-
cally produce the most relevant results. FeRoSA groups the recommendations into four
naturally observed facets, namely, Background, Alternative Approaches, Methods and
Comparison. This grouping has been formulated from the most intuitive forms of the
knowledge context of the end users, which directly map to the different broad sections
of any paper; however, the current system can very easily adapt to any other suitable
form of grouping. A representative example of a flat and a faceted paper recommenda-
tion system is shown in Figure 1.
To the best of our knowledge, ours is the first faceted recommendation system for sci-
entific articles. Moreover, the evaluation of such kind of systems is non-trivial and re-
quires expert judgment. Therefore, we develop novel evaluation schemes. Due to the
lack of standard baseline for faceted recommendation, we design two baseline systems
and compare the performance of FeRoSA with these systems on the AAN (ACL An-
thology Network) dataset [22]. The evaluation is conducted in three steps. First, the
experts having significant domain knowledge are asked to develop the ground-truth
dataset which is limited in size, based upon which initial evaluation of the faceted sys-
tem is conducted. Second, a set of researchers having partial knowledge of the domain
(“semi-experts”) are asked for a mass-scale evaluation of the faceted system. Finally, we
shortlist a few papers and request one of the authors of each paper to judge the quality
of the recommendations returned by FeRoSA. We achieve an overall precision of 0.65
and 0.72 from the evaluation of experts and semi-experts respectively. As an additional
objective, we further show that FeRoSA can also be appropriately modified to design
a better flat recommendation system compared to Google Scholar, Microsoft Academic
Search and a recent graph-based approach proposed by Liang et al. [16]. One of the



possible reasons of success of the flat version of FeRoSA is the introduction of the
diversity in the recommended articles; among the systems compared, FeRoSA seems
to be the only one that returns recommendations which are both relevant and diverse at
the same time.

2 Related work

Techniques applied for the traditional recommendation systems can be broadly classi-
fied into three categories: (i) Collaborative filtering (CF) [24], (ii) Content-based meth-
ods [13] and (iii) Hybrid and other approaches [1]. Several systems have also been
developed particularly for scientific paper recommendation. Sugiyama and Kan [25]
designed scholarly paper recommendation with citation and reference information. Lee
et al. [15] proposed a personalized academic research paper recommendation system.
Gipp et al. [8] developed “Scienstein” that can improve the approach of the typically
used keyword-based search. Collaborative filtering in the domain of research paper rec-
ommendation has been criticized for various reasons [2].
In the context of designing search systems, there have been few attempts to incorpo-
rate facets [20]. Tunkelang [26] presented a novel approach that addresses the vocab-
ulary problem for faceted data. Hearst [10] proposed a design guideline for faceted
search interfaces. Bast and Weber [3] demonstrated the Semantic GrowBag approach to
automatically organize facets for community-specific document collections. Recently,
Diederich et al. [7] developed “FacetedDBLP” that allows to search computer science
publications starting from some keyword and returns the result set along with a set of
facets, e.g., distinguishing publication years, authors, or conferences. Sacco and Tz-
itzikas [23] presented theory and research results in dynamic taxonomy and faceted
search systems. Vallet et al. [27] examined the use of multi-faceted recommendations
to aid users while carrying out exploratory video retrieval tasks. In his master’s thesis,
Celma [4] studied music recommendation using a multi-faceted approach.
However, to the best of our knowledge, ours is the first attempt to introduce faceted
paper recommendation system which unlike other real-time systems, is not only able
to retrieve the relevant set of papers against a query paper, but also draws a semantic
relation between the recommended papers and the query paper.

3 Dataset

We collected the AAN dataset1 [22] which is an assemblage of all papers included
in ACL2 publication venues. In the full dataset, most of the papers had raw text. The
texts were pre-processed where sentences, paragraphs and sections were properly sepa-
rated using different markers. A significant part of the corpus had word splits and word
joins. These were rectified using a dictionary based approach. The filtered dataset con-
tains 9,843 papers (average 6.21 references per paper pointing to the papers within the
dataset) and 7,892 unique authors.
We categorize the citation links based on their occurrence in various sections of the
paper. Therefore, in addition to the citing-cited paper pair for each citation, we also

1 http://clair.eecs.umich.edu/aan/xml/
2 https://www.aclweb.org/



need to know the context and the section heading where the citation has occurred, in
order to assign the facet. We use Parscit [6] to identify the citation contexts from the
dataset and then extract the section headings for the pair of papers within the network.
Extraction of section heading. To extract the section heading, a list of 25,483 unique
headings is collected and manually annotated into five different categories: Introduc-
tion, Related Work, Method, Results and Conclusion. The categories are further mapped
into four facets, namely Background (Introduction), Alternative Approaches (Related
Work), Method (Method) and Comparison (Results and Conclusion), as also suggested
by Zhigang et al. [11]. A brief description of the facets/tags is as follows:
• Background (BG): These are the citations which are prerequisite for understanding
the basic notions of the citing paper. These citations generally point either to some
seminal papers in that particular area, or to some papers which describe certain concepts
that are relevant in understanding the framework of the citing paper. For instance, [9] is
a suitable background paper for this study.
• Alternative Approaches (AA): If there are citations to the approaches, which can be
seen as alternative to the method proposed in the citing paper, then such citations are
categorized as AA. These references are often found in system-oriented research papers
where new methods/frameworks are proposed. For instance, for this paper, [16] may be
treated as AA.
•Methods (MD): If the citing paper borrows any such tools, techniques, datasets, mea-
sures or other concepts from the paper, or if both the papers have some overlap in usage
of any of the entities mentioned above, then such a citation is treated as MD. For in-
stance, [22] is a potential MD for this paper.
• Comparison (CM): As mentioned in [16], a relation is said to be comparable if the
citing paper has been compared to a cited paper in terms of differences or resemblances.
Most of the times, these types of references tend to occur in the evaluation section of
the citing paper. For instance, [16] is related to this paper by the CM tag. Essentially,
one can argue that all the AA-tagged papers can be treated as CM papers. However,
the AA-tagged papers may be irreproducible or difficult to be reimplemented, and thus
may not be used for comparison. We only consider the cited paper as CM if it is used
by the citing paper for comparison.
A facet is assigned to each pair of citing-cited paper, depending on the section infor-
mation. Note that if a cited paper occurs multiple times in different sections of a citing
paper, multiple facets would get assigned to this paper pair. Out of total 61,051 cita-
tion contexts extracted, the proportion in each facet is as follows: 23,022 (BG), 10,797
(AA), 8,828 (MD) and 18,404 (CM). To validate our approach of mapping section in-
formation to facets, we took experts’ opinions3 and obtained an average precision of
0.66. In parallel, we also performed an automated way of annotating references with
the facets by Stanford MaxEnt classifier [17] with the features mentioned in [12], and

3 The expert opinion was taken from the annotators, who were later involved in evaluating the
systems as discussed in Section 5. For a direct reference of a paper, we asked experts whether
the reference indicates BG, AA, MD or CM and then compared their opinion with our section
annotation (in four categories).



obtained average precision of 0.68 (after 10-fold cross validation)4. We observed that
the results obtained from the annotations using the section information and that from
the supervised classification model were comparable. Moreover, the former is straight-
forward to compute and can be easily incorporated into a real application. Therefore,
we proceed with the annotations obtained directly from the section information.

4 Recommendation method
In this section, we describe in detail the working principle of our proposed recommen-
dation system. Figure 2 shows a schematic diagram of the proposed work-flow.
The citation network. We build the citation network which is a directed graph G =
(V,E) with edge labels. The labeling is a mapping from the edge set E to the set of
facets based on the data obtained from the citation contexts. An edge may be tagged
with multiple facets, if a paper cites another paper in multiple sections.
The induced subgraph. We construct an induced subgraph of the network for each
query paper. An initial pool of vertices is obtained by following two criteria: (i) we
consider all the papers which are at 1-hop or 2-hop distance from the query paper in
the citation network irrespective of the label and directionality of edges; (ii) we also
consider those papers that have a cosine similarity of at least 0.49 with the query paper
(top 100 papers if the number of papers exceeds 100). Then we construct an induced
subgraph of nodes present in the initial pool for each facet individually. For instance, for
AA we only consider those citation edges in the induced subgraph which are labeled as
AA. Note that in this process, few nodes might get disconnected or remain isolated. We
connect these nodes with the query node through teleportation probability as discussed
below.
Random walk on the induced subgraphs. One of the simplest ways to simulate the
process of literature review based on knowledge context would be a suitable form of
random walk that can mimic the article surfing behavior. Here, in order to obtain the
importance of the nodes with respect to the query paper, we perform random walk with
restarts (RWR) [19] on the induced subgraph with query paper being the starting node.
RWR is defined in Equation 1: consider a random walker that starts the walk from node
i. The walker iteratively moves to its neighborhood with a probability proportional to
the edge weights. At each step of the random walk, it has some probability c to return
to the starting node i. The relevance score of node j with respect to node i is defined by
the steady-state probability ri,j that the walker will finally stay at node j:

−→r i = (1− c)Â−→ri + c−→e i (1)

where −→r i = [ri,j ] is an n× 1 ranking vector; ri,j is the relevance score of node j with
respect to node i; c is the restart probability, 0 ≤ c ≤ 1 (we consider c = 0.4 [19]);
Â is the normalized weighted matrix associated with the weighted adjacency matrix
A = [aij ]; −→e i is the restart vector, with all its elements 0 except the ith element.
Apart from the citation links in the induced subgraph, we also consider the isolated
nodes by assigning a teleportation probability (i.e., a probability of randomly jumping

4 In the interest of space, the detailed experiments and results of the supervised classification are
not presented in this paper.



Fig. 2: (Color online) The work-flow diagram of FeRoSA.

to any one of the isolated nodes) as 0.3, thus eliminating the chance of the isolated
nodes remaining unreachable by the random walker.
Rank aggregation. We use the above framework to obtain a rank list of nodes present
in the induced subgraph for each facet separately. Additionally, we consider content
similarity by measuring the cosine-similarity between the query paper and each of the
papers present in the induced subgraph. Next, we utilize a rank aggregation method to
combine these two types of rankings. In our work, we use RankAggreg [21], where the
rank aggregation is considered as an optimization problem to find an ordered list δ that
minimizes the total distance between each of the provided lists Li and δ. Note that for
each facet T , we aggregate the ranking obtained for T and the cosine-similarity based
ranking to obtain the final rank list. In addition, we also perform a total rank aggregation
in order to design a flat version of FeRoSA (f-FeRoSA) by combining all the facet-
wise rankings and the cosine similarity based ranking together (see Section 5.3).
Design principles. All the sub-tasks involved in FeRoSA, such as sub-graph creation,
edge labeling, RWR and rank aggregation, can be performed independently for each
query paper. To find out the recommendations for the entries, we do not require the
entire (global) network to be in-memory; rather we require only the 2-hop neighbors
of each query paper, and the relevant top k documents based on pre-calculated cosine
similarity values. Therefore, we anticipate that the system will work within similar time
bound per query, irrespective of the size of the dataset. Moreover, we noticed that on an
average the entire process for a single query takes 382 ms, with the largest one being
497 ms. When new entries need to be inserted into the existing system, we need not
recalculate recommendations for the entire dataset, but only for those entries which are
affected by the new entries. Hence, FeRoSA is scalable and light-weight.

5 Experimental Results
In this section, we present the performance of FeRoSA. We design a new evaluation
framework, consisting of three independent steps: (i) experts’ judgment on a limited set
of papers, (ii) semi-experts’ judgment for mass-scale evaluation, and (iii) the judgment
by the original authors of the paper. Finally, we show that FeRoSA can also be used to
design a better flat recommendation system.



5.1 Evaluation metrics
We use Overall Precision (OP) and Overall Impression (OI) for comparative evaluation.
OP measures the ratio between the number of relevant recommendations (according to
the experts’ judgments) and the total number of recommendations provided for a query
paper by each competing system. The OP of each system is then measured by averaging
OPs for all the query papers. OI measures that among all the query papers, in how many
cases a particular system is rated to have an overall better performance. We measure this
value for a system on the basis of precision majority. Similarly for faceted evaluation,
we measure the OP of the recommended papers under each individual facet.

5.2 Evaluation of faceted recommendation
In this section, we first describe the process of ground-truth generation, followed by a
brief description of the baseline algorithms, and then elaborate the comparative evalua-
tion of all the systems for faceted recommendation.

Ground-truth generation. Because of the unavailability of a benchmark dataset for the
evaluation of scientific article recommendation especially for the faceted recommenda-
tion, we conducted an expert judgment to generate a set of faceted and flat recommen-
dations (used later in Section 5.3) as our ground-truth. First, we shortlisted a set of 30
query papers that cover the fields of expertise of 10 experts. For each query paper, we
presented 30 recommendations that we pulled from four separate systems: FeRoSA,
Google Scholar (GS)5, Microsoft Academic Search (MAS)6 and a graph based paper
recommendation system proposed by Liang et al. [16] (LLQ henceforth). Note that the
three latter systems which are quite popular for paper recommendation are further used
in Section 5.3 as competing systems to FeRoSA for flat recommendation. The experts
were provided with web based interfaces7, in which they were shown 30 recommenda-
tions for each query paper (the name of the systems remained anonymous). Each expert
had to mark whether each recommended paper was relevant to the query paper, and if
so, the possible facet(s).

Baseline systems. Due to the lack of faceted recommendation system for scientific
literature, we design two competitive baseline systems to compare with FeRoSA.
• VanillaPR: For each query paper, we form a single induced subgraph G′(V ′, E′)
which is exactly the same as that built for FeRoSA but ignores the facet labeling. Once
the graph is formed, we perform RWR from the query paper. We then retrieve the nodes
having the highest values from RWR. Finally, to label the retrieved papers with facets,
we train a supervised model using the ground-truth data we collected in the experts’
judgment. We use the following three types of features to train the supervised model.
For each pair of the query and the recommended paper, we use total 12 (4 Boolean +
8 real valued) features: (i) section of the recommended paper, if it appears in 1-hop of
the query paper (4 Boolean features, one for each section), (ii) within V ′ for the query
paper, fractional number of times a particular recommended paper appears in a given

5 http://scholar.google.co.in
6 http://academic.research.microsoft.com/
7 http://www.ferosa.org/evaluation/



Fig. 3: (Color online) (a) Venn diagram of
the recommended papers in four facets; (b)
distribution of papers which are tagged by
all four facets.

Table 1: Faceted evaluation of all
the competing faceted recommenda-
tion systems. For VanillaPR, the re-
sults are reported by performing 3-fold
cross validation.

Facets VanillaPR FeRoSA-CS FeRoSA
BG 0.65 0.51 0.79
AA 0.48 0.34 0.56
MD 0.62 0.39 0.62
CM 0.44 0.38 0.62

Average 0.55 0.40 0.65

section (4 real-valued features, one for each section), and (iii) for a given recommended
paper, fraction of times it is cited in a given section by any paper in the whole dataset (4
real-valued features, one for each section). We then learn the weights for features with
a rankSVM model [14]. We report the average precision of the system after performing
a three fold cross-validation over the ground-truth data.
• FeRoSA-CS: Our second baseline recommends papers by relying only on RWR, per-
formed on subgraphs of papers within 2-hop distance from the query paper, without
considering the cosine-similarity (CS) based papers. This in turn answers the necessity
of considering cosine-similarity based papers while constructing the initial pool.

Comparative analysis. We conduct an empirical study on the results obtained from
FeRoSA. Figure 3(a) represents a Venn diagram of all the recommended papers un-
der different facets, i.e., in what facets have a particular paper been recommended for
different queries. For example, 3.54% of the recommended papers appear only as BG
to any of the query paper. We observe that 58.48% of the recommended papers appear
under all the four facets for various queries. For these papers, we further show in Figure
3(b) their distribution in different facets, which seems to be fairly uniform.
We report in Table 1 the OP of all the systems for different facets. We observe that
FeRoSA attains the highest OP (0.65) amongst all other systems, which is 18% and
62.5% higher than VanillaPR and FeRoSA-CS respectively. The maximum OP of
FeRoSA is obtained for BG (0.79), which is followed by MD (0.62), CM (0.62), and
AA (0.56). The pattern is also similar for FeRoSA-CS. For the case of MD, however,
we observe similar performance for VanillaPR and FeRoSA.
For further analysis, we present the confusion matrix for the facets in Table 2 along
with the false positive rate (FPR) for each system. The FPR is quite low for the facets
(i.e., the specificity values of the facets are quite high). To understand the reason behind
the misclassification, we unfold the tagged citation network once again and observe
that it arises due to the frequent occurrences of a single edge being tagged by mul-
tiple facets. For instance, Table 2 shows that AA is mostly misclassified to MD for
FeRoSA. In the tagged citation network, we observe the same phenomenon that among



the multi-faceted edges with AA tag, around 50% of edges are tagged by both AA and
MD (similarly for CM and MD with 36.6% of occurrences together).

Facets AA BG CM MD FPR
AA 29 11 15 8 0.08
BG 13 87 11 17 0.09
CM 7 9 19 11 0.06
MD 11 6 7 32 0.05

(a) VanillaPR

Facets AA BG CM MD FPR
AA 23 14 9 17 0.09
BG 18 69 13 28 0.14
CM 13 8 18 7 0.06
MD 11 14 5 26 0.05

(b) FeRoSA-CS

Facets AA BG CM MD FPR
AA 33 11 6 13 0.07
BG 14 99 5 10 0.07
CM 2 6 28 10 0.04
MD 3 7 12 34 0.04

(c) FeRoSA

Table 2: Confusion matrix for the faceted evaluation (false positive rate: FPR). For
VanillaPR, we report the confusion matrix for that run where maximum OP for all the
facets is achieved.

Mass-scale evaluation. To broaden the evaluation of FeRoSA, we perform a mass-
scale evaluation, aiming for more coverage on the system output and targeting a wider
set of evaluators. All the selected evaluators had a good knowledge of the NLP domain.
This time we reverse engineer the process by selecting few papers from the ground-
truth data, each of which appears in the recommendation of multiple query papers. To
start with, we shortlisted a collection of 31 such recommended papers. For each rec-
ommended paper, we enlisted the set of query papers (and the facets) in which the
recommended paper has appeared8. The evaluators then evaluated the relevance of the
recommended paper, as well as the relevance of the facet with respect to each query
paper in which the given recommended paper has appeared. Total 26 experts partici-
pated in this evaluation task. For each recommended paper, we calculate OP per facet
for all its corresponding query papers and show the results in Table 3(a). Similarly, we
calculate facet-wise OP for all the query papers and report it in Table 3(b). We observe
that for both the cases, FeRoSA significantly outperforms other baselines.

(a)
Facets VanillaPR FeRoSA-CS FeRoSA

BG 0.57 0.70 0.73
AA 0.43 0.41 0.53
CM 0.37 0.59 0.64
MD 0.58 0.55 0.69
Avg. 0.49 0.56 0.64

(b)
Facets VanillaPR FeRoSA-CS FeRoSA

BG 0.66 0.82 0.85
AA 0.45 0.48 0.54
CM 0.42 0.54 0.73
MD 0.51 0.68 0.77
Avg. 0.51 0.63 0.72

Table 3: Overall precision per facet for (a) recommended paper to query paper and (b)
query paper to recommended paper.

As a related objective we investigate whether our system performs better for the highly-
cited query papers, or whether the same accuracy is achieved for all citation ranges of
the query papers. Generally, a standard recommendation system should perform equally
well for all ranges of query papers [15]. Here we divide the entire range of incoming
citations of the query paper into three buckets and measure the facet-wise OP of all the
competing systems for each bucket separately. In Table 4, we see that FeRoSA per-
forms significantly better than the other baseline systems even for low-cited query pa-

8 This indeed reduced the evaluators’ effort of reading multiple papers.



Facets
VanillaPR FeRoSA-CS FeRoSA

Low Medium High Low Medium High Low Medium High
BG 0.53 0.73 0.71 0.44 0.54 0.55 0.65 0.84 0.87
AA 0.41 0.52 0.49 0.28 0.35 0.41 0.53 0.56 0.61
MD 0.57 0.59 0.71 0.40 0.34 0.44 0.65 0.55 0.67
CM 0.29 0.55 0.48 0.33 0.39 0.41 0.56 0.62 0.69
Avg. 0.45 0.59 0.59 0.36 0.40 0.45 0.59 0.64 0.71

Table 4: Performance of three competing faceted systems for different query papers
divided into three citation ranges (Low: 0 to 6, Medium: 7 to 28, High: 29 to 343).

pers.

Evaluation by the authors. There is no better alternative than the authors themselves
when it comes to evaluating the recommendation for a particular paper. We were cu-
rious to know whether FeRoSA could impress the authors with its recommendations.
We therefore designed a judgment experiment by selecting a set of 30 authors and sent
each of them, a judgment form, where we specified one of his/her papers as query paper,
and one (top) recommendation from FeRoSA for each facet. The author had to make a
binary judgment about the relevance of recommendation to the query as well as the rel-
evance of the facet for the recommendation separately. A sample response of an anony-
mous author can be found at http://ferosa.org/#authorresponse. Twelve au-
thors responded to the survey. We obtain an average precision of 0.50 (BG: 0.49, AA:
0.42, MD: 0.52, CM: 0.59). In 75% cases the recommended papers are marked as rele-
vant. Four authors marked three out of four faceted recommendations as relevant. Over-
all, the authors appreciated the attempt of designing a faceted recommendation system
for scientific articles.

5.3 Evaluation of flat recommendation

We further posit that FeRoSA can also be used as a flat recommendation system if the
rank lists obtained from the different facets and the cosine-similarity based ranking can
be appropriately combined. Therefore, we use the rank-aggregation method discussed
in Section 4 in order to obtain a flat recommendation list.
In this section, we discuss the performance of the flat version of FeRoSA (f-FeRoSA
henceforth) and compare it with three state-of-the-art flat baseline systems: Google
Scholar (GS), Microsoft Academic Search (MAS) and a graph based paper recommen-
dation system, LLQ [16]. We consider LLQ as a baseline system because similar to
our approach, it also classifies citation relations into three categories, namely Based-
on, Comparable and General using the approach proposed in [18], and these categories
are further used to compute a final combined score. Note that while GS and MAS are
mostly known for searching scientific papers, an inherent nature of ranking of the re-
trieved results has lead us in using them as potential baseline systems.
We perform a broad analysis of the performance of all the competing methods. Ta-
ble 5(a) reports the values of individual metrics mentioned earlier, averaged over all
the judgments conducted by the experts. For top three recommendations per system,
f-FeRoSA achieves OP of 0.79 which is 29%, 75% and 62% higher than GS, MAS
and LLQ respectively. One can also notice that for 43% of the cases, f-FeRoSA fares



(a)
System Relevance Diversity

OI@3 OP@3 ISP σ1 σ2

GS 0.27 0.61 0.043 24.92 66.29
MAS 0.17 0.45 0.043 16.51 53.85
LLQ 0.13 0.41 0.054 21.43 63.82

f-FeRoSA 0.43 0.79 0.003 54.77 108.93

(b)
OP f-FeRoSA

OP@3 0.79
OP@5 0.78
OP@10 0.71

Table 5: (a) Flat evaluation of the competing systems based on relevance and diversity;
(b) overall precision of f-FeRoSA at different number of recommendations.

better than all other systems in terms of OI. Clearly, f-FeRoSA is preferred nearly
twice more than GS, which is the second best performing system. This indeed shows
that f-FeRoSA outperforms the state-of-the-art recommendation systems by a reason-
able margin. We also see in Table 5(b) that f-FeRoSA is quite consistent in recom-
mending highly relevant papers within top rank list.
As mentioned earlier, the reason behind the success of f-FeRoSA can be the intro-
duction of diversity, i.e., inclusion of highly relevant papers from each facet into the
aggregated list. To substantiate this argument quantitatively, we further take two graph-
based measures from [5] and evaluate the competing flat systems based on diversity: (i)

Inverse Shortest Path (ISP)=
∑

u,v∈S
1/duv

|S|×(|S|−1) , (ii) Expansion Ratio (σl)=
⋃

u∈S
N l

u

|S| , where
S: set of recommended papers, duv: shortest path between u and v in the citation net-
work, and N l

u: neighbors within l-hops of u in the citation network (we take l = 1, 2).
The less (more) the ISP (σl), the more the diversity. Results in Table 5(a) corroborate
our argument that f-FeRoSA is indeed the most diverse system among others.

6 Discussions and Future work
In this paper, we proposed a faceted recommendation system, FeRoSA for scientific
articles that not only recommends relevant articles for a particular query paper, but also
relates the recommended articles with the query paper through four pre-defined facets.
As a by-product of this study, we also obtain an annotated citation network where each
citation link between a citing paper and a cited paper gets labeled, and a ground-truth
dataset for evaluating scientific recommendation systems. FeRoSA is designed to be
light-weight, so that it can easily be deployed as an online system. We evaluated our
system in three stages based on human judgment and observed significant performance
improvement. Although FeRoSA is designed for faceted recommendation, we further
showed that it significantly outperforms the baselines in flat recommendation.
The scalability of our proposed model can be guaranteed after its extensive usage and
testing on other datasets. We are also interested in the design aspects related to the er-
gonomics of the user interface so that it can significantly reduce user’s cognitive over-
load, while providing high user satisfaction at the same time. We anticipate that the
framework used in FeRoSA can be adopted to design faceted recommendations for
items such as movies, books, videos etc. The annotated citation network and the human
evaluation results are available at www.ferosa.org/data.
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