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Abstract. In this paper, we develop a content-cum-user based deep
learning framework DeepTagRec to recommend appropriate question
tags on Stack Overflow. The proposed system learns the content repre-
sentation from question title and body. Subsequently, the learnt repre-
sentation from heterogeneous relationship between user and tags is fused
with the content representation for the final tag prediction. On a very
large-scale dataset comprising half a million question posts, DeepTagRec
beats all the baselines; in particular, it significantly outperforms the
best performing baseline TagCombine achieving an overall gain of 60.8%
and 36.8% in precision@3 and recall@10 respectively. DeepTagRec also
achieves 63% and 33.14% maximum improvement in exact-k accuracy
and top-k accuracy respectively over TagCombine.
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1 Introduction

In community based question answering (CQA) websites like Yahoo! Answers,
Stack Overflow, Ask.com, Quora etc., users generate content in the form of
questions and answers, facilitating the knowledge gathering through collabora-
tion and contributions in the Q&A community. These questions are annotated
with a set of tags by users in order to topically organize them across various
subject areas. The tags are a form of metadata for the questions that help in
indexing, categorization, and search for particular content based on a few key-
words. Hashtags in social media or CQA tags are precursor to folksonomy or
social/collaborative tagging (Del.icio.us1, Flickr2). The tagging mechanism in
folksonomy is fully crowd-sourced and unsupervised and hence the annotation
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and the overall organization of tags suffers from uncontrolled use of vocabulary
resulting in wide variety of tags that can be redundant, ambiguous or entirely
idiosyncratic. Tag ambiguity arises when users apply the same tag in different
contexts which gives the false impression that resources are similar when they
are in fact unrelated. Tag redundancy, on the other hand, arises when several
tags bearing the same meaning are used for the same concept. Redundant tags
can hinder algorithms that depend on identifying similarities between resources.
Further, manual error and malicious intent of users could also lead to improp-
erly tagged questions, thereby, jeopardizing the whole topical organization of
the website. A tag recommendation system can help the users with a set of
tags from where they can choose tags which they feel best describe the question,
thus facilitating faster annotations. Moreover, tag recommendation decreases the
possibility of introducing synonymous tags into the tag list due to human error,
thereby, reducing tag redundancy in the system.
The problem of tag recommendation has been studied by various researchers
from various different perspectives [6, 2, 19, 12, 9, 16, 10, 11, 1, 3, 4]. [12] proposes a
content-based method that incorporates the idea of tag/term coverage while [19]
proposes a two-way Poisson mixture model for real-time prediction of tags. [17]
proposes a user-based vocabulary evolution model. [7] present a framework of
personalized tag recommendation in Flickr using social contacts. [9] propose a
LDA based method for extracting a shared topical structure from the collab-
orative tagging effort of multiple users for recommending tags. [16] presents a
factorization model for efficient tag recommendation. [10] build a word trigger
method to recommend tags and further use this framework for keyphrase ex-
traction [11]. [15] leverage similar questions to suggest tags for new questions.
A recent paper by Wu et al. [22] exploits question similarity, tag similarity and
tag importance and learns them in a supervised random walk framework for tag
recommendation in Quora. Further, Joulin et al. [8] proposes a general text clas-
sification which we have adapted for comparison with our model. [3] develops an
unsupervised content-based hashtag recommendation for tweets while [18] pro-
poses a supervised topic model based on LDA. [4] uses Dirichlet process mixture
model for hashtag recommendation. [13] proposes a PLSA-based topic model for
hashtag recommendation. Weston et al. [21] proposes a CNN-based model for
hashtag prediction.
In this paper, we employ a content-cum-user based deep learning framework for
tag recommendation model which takes advantage of the content of the question
text and is further enhanced by the rich relationships among the users and tags
in Stack Overflow. We compare our method with existing state-of-the-art meth-
ods like Xia et al. [20], Krestel et al. [9], Wu et al. [22], Lu et al. [12], Joulin et
al.’s fastText [8] and Weston’s #TAGSPACE method [21] and observe that our
method performs manifold better.
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2 Tag Recommendation Framework

In this section, we describe in detail the working principles of our proposed
recommendation system DeepTagRec3. The basic architecture of the model is
shown in Fig. 1. The whole framework consists of three major components: (a)
content representation extraction from question title and body, (b) learning user
representation from heterogeneous user-tag network using node2vec [5], (c) tag
prediction using representation aggregation. We formulate the tag prediction
model as a function of the content and the user information.

Fig. 1. DeepTagRec tag recommendation framework

2.1 Content representation

To obtain the representation of body and title, we use Gated Recurrent Unit
(GRU) model to encode the content as a sequence of words. Given the title of
the question T and main body of the question B, we first run a GRU to learn
representation of T , denoted by cT . In the next step, we learn the representation
of B denoted by cB using a GRU, having cT as the initial hidden state. We then
describe the inner mechanism of a GRU. The GRU hidden vector output at step
t, ht, for the input sequence X = (x1, ..., xt, ..., xn) is given by:

zt = σ(Wzxt + Uzht−1)

rt = σ(Wrxt + Urht−1)

h̃t = tanh(Whxt + Uh(rt � ht−1))

ht = zt � h̃t + (1− zt)� ht−1

(1)

where, Wz, Wr, Wh ∈ Rm×d and Uz, Ur, Uh ∈ Rd×d are the weight vectors, m
and d denote the word2vec dimension of word xt and hidden state ht respectively,
zt and rt denote the update gate and reset gate in the GRU. The initial state h0
is either vector 0 or is given as an input. We shall denote the entire GRU model
by G(X, h0) for future references.

3 The codes and data are available at https://bit.ly/2HsVhWC
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Let T and B denote the sequence of words in the title and body of the
question, respectively. Each word present in the sequence has its word2vec [14]
representation. In case the predefined word vector does not exist, we consider a
300 dimension zero vector for the word. So, the content representation can be
summarized as cT = G(T, 0); cB = G(B, cT )

2.2 User-tag network representation

We construct a heterogeneous network containing nodes corresponding to users
and tags. Let the graph be denoted by G(V,E) where V = VU ∪ VT , VU are
nodes corresponding to users and VT are nodes corresponding to tags. We add
an edge between a user and a tag, if the user has posted some question with the
tag present in the question’s tagset. The basic idea is to create a network and
understand the tag usage pattern of each user. Given this graph G(V,E), we
use node2vec (a semi-supervised algorithm for learning feature representation of
nodes in the network using random-walk based neighborhood search) to learn the
representation of each node present in the graph. Let f : V → Rd be the mapping
function from nodes to feature representations. Node2vec optimizes the following
objective function, which maximizes the log-probability of observing a network
neighborhood NS(u) for a node u conditioned on its feature representation,

max
f

∑
u∈V

log(P (NS(u)|u))

where P (NS(u)|u) is given by

P (NS(u)|u) =
∏

ni∈NS(u)

exp(f(ni)f(nu))∑
v∈V exp(f(v)f(nu))

Node2vec starts with a random function that maps each node to an embed-
ding in Rd. This function is refined in an iterative way, so that the conditional
probability of occurrence of the neighborhood of a node increases. The condi-
tional probability of a node in the neighborhood of another node is proportional
to cosine similarity of their embeddings. This is the idea that we use in our
model, a user’s representation should have high similarity with his/her adjacent
tag nodes in the graph.

2.3 Representation aggregation and tag prediction

Once we obtain both the word2vec representation (Qw) of the question data and
the node2vec representation (Un) of users, we can aggregate these embeddings
into final heterogeneous embedding (fagg) by specific aggregation function g(., .)
as follows.

– Addition : fagg = Qw + Un

– Concatenation : fagg = [Qw, Un]

Following this layer, we have a dense or fully connected layer and finally a sigmoid
activation is applied in order to get a probability distribution over the 38,196
tags.
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3 Evaluation

In this section, we discuss in detail the performance of DeepTagRec and com-
pare it with six other recent and popular recommendation systems – (i) Xia
et al.’s TagCombine [20], (ii) Krestel et al.’s [9] LDA based approach, (iii) Lu
et al.’s [12] content based approach, (iv) Wu et al.’s [22] question-tag similarity
driven approach, (v) Weston et al.’s CNN-based model (#TAGSPACE) and (vi)
Joulin et al.’s fastText model [8].
Training and testing: We have 0.5 million training questions. Each question
has different number of tags associated with it. Maximum length of the question
is fixed as 300 words4. Each word is represented as a 300(m) dimension vector by
using the predefined word2vec embeddings. The tags are represented as one-hot
vectors. For a training example with t tags we add these t one hot vectors as the
output for that training example. The number of GRU units is taken as 1000(d).
The learning rate is taken to be 0.001 and the dropout as 0.5. For testing the
model, we use 10K questions and perform the same initial steps of concatenating
the title and body and then representing the words in 300 dimension vector form.
For learning user representation, we create a user-tag graph over the training
examples. We use node2vec over this graph to learn a 128 vector user embedding
for all the users present in the training dataset. The output of the joint model is
a probability distribution over 38,196 tags. We take the k tags with the highest
probability for further evaluation.

Experiments and results

In this section, we discuss in detail the performance of our proposed model
DeepTagRec and compare it against the baselines. To understand the effect of
content and user information separately, we also experiment with a variant of
the proposed model – DeepTagReccontent (i.e, only the content representation
module of DeepTagRec). For evaluation purpose, we have used the following
metrics.
Precision@k : Suppose there are q questions and for each question i, let TagUi

be the set of tags given by the asker to the question and TagRi be the set
of top-k ranked tags recommended by the algorithm, then Precision@k =
1
q

∑q
i=1

|TagUi∩TagRi|
|TagRi| .

Recall@k : Similarly as precision@k, it can be formally defined asRecall@k =
1
q

∑q
i=1

|TagUi∩TagRi|
|TagUi| where k is a tunable parameter that determines how many

tags the system recommends for each question.
DeepTagRec significantly outperforms all the baselines (see Table 1) obtaining a
precision@3 of ∼ 0.51 and a recall@10 of ∼ 0.76. Comparing the proposed vari-
ants, we observe that while most of the improvement of our model comes from
the content representation, user information consistently helps in improving the
performance. Since Wu et al., Lu et al., Krestal et al., #TAGSPACE and fastText

4 Avg. length of questions is 129 words. For question length <300, we pad them with
zero vectors.
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methods perform significantly worse, we have not considered them for subsequent
analysis in this paper. We also do not consider DeepTagReccontent further, and
only compare DeepTagRec with the best performing baseline, TagCombine.

Table 1. Precision (P) and Recall (R) in for DeepTagRec and the other baselines.

Model P@3 P@5 P@10 R@3 R@5 R@10

Krestel et al. [2009] 0.0707 0.0603 0.0476 0.0766 0.1097 0.1738

Lu et al.[2009] 0.1767 0.1351 0.0922 0.1952 0.2477 0.3362

Wu et al. [2016] 0.21 0.16 0.106 0.2325 0.2962 0.3788

#TAGSPACE [2014] 0.105 0.087 0.063 0.111 0.162 0.511

fastText [2016] 0.102 0.0783 0.149 0.0388 0.149 0.227

TagCombine 0.3194 0.2422 0.1535 0.3587 0.4460 0.5565

DeepTagReccontent 0.4442 0.3183 0.184 0.5076 0.591 0.6702

DeepTagRec 0.5135 0.3684 0.2125 0.5792 0.6736 0.7613

Top-k and exact-k accuracy: Apart from precision and recall, we also define
the following evaluation metrics for further comparison.

Top-k accuracy : This metric is defined as the fraction of questions correctly
annotated by at least one of the top−k tags recommended by the algorithm.

Exact-k accuracy : This metric is defined as the fraction of questions correctly
annotated by the kth recommended tag.

Table 2 shows the top-k and exact-k accuracy for both the models and we can
observe that DeepTagRec outperforms TagCombine by 33.14%, 22.89% and
13.5% for k = 3, 5 and 10 respectively w.r.t top-k accuracy. DeepTagRec also
performs better in exact-k accuracy than TagCombine by achieving maximum
and minimum gains of 63% and 10% respectively.

Table 2. Top-k and exact-k accuracy. Values at first 3 columns are for top-k accuracy
and rest are for exact-k accuracy.

Model k = 3 k = 5 k = 10 k = 1 k = 2 k = 3 k = 4 k = 5

TagCombine 0.688 0.769 0.851 0.481 0.289 0.188 0.145 0.108

DeepTagRec 0.916 0.945 0.966 0.784 0.468 0.289 0.184 0.118

4 Conclusions

In this paper, we propose a neural network-based model (DeepTagRec) that
leverages both the textual content (i.e., title and body) of the questions and the
user-tag network for recommending tag. Our model outperforms the most com-
petitive baseline TagCombine significantly. We improve – precision@3 by 60.8%,
precision@5 by 52.1%, precision@10 by 38.4%, recall@3 by 61.5%, recall@5
by 51.03%, recall@10 by 36.8% – over TagCombine. DeepTagRec also per-
forms better in terms of other metrices where it achieves 63% and 33.14%
overall improvement in exact-k accuracy and top-k accuracy respectively over
TagCombine.
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