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Relational Topic Models

Works in a supervised framework, allowing predictions about new and unlinked
data
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Supervised settings of LDA

Use data points paired with response variables
User reviews paired with a number of stars

Web pages paired with a number of likes

Documents paired with links to other documents

Images paired with a category

Supervised topic modes
are topic models of documents and responses, fit to find topics predictive of
the response
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Supervised LDA
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Supervised LDA: why a different model is required?

Think of an alternative approach using original settings of LDA

Formulate a model in which the response variable y is regressed on topic
proportions θ

Why then a different model?
The response depends on the topic frequencies, as actually ocurred in
the document, rather than on the mean of the distribution generating the
topics

The response variable can be treated as an important observation to infer
the topic probabilities in a supervised manner
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Supervised LDA
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Prediction
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Example: Movie Reviews
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Held out correlation
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Supervised Topic Models
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Relational Topic Models

Dealing with Network data
Such as citation networks, hyperlinked networks of web-pages, social
networks of friends

Useful predictive models can be developed by analyzing this data

Relational Topic Models
LDA needs to be adapted to a model of content and connection

RTMs find hidden structure in both types of data
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Link Prediction Task using RTM

Given a new document, which documents is it likely to link to?

RTM allows for such predictions
links given the new words of a document

words given the links of a new document
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Relational Topic Models

Formulation ensures that the same latent topic assignments used to generate
the content of the documents also generates their link structure.
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RTM: Generative Model
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Link Probability Function (ψ)

Dependent on the topic assignments that generated their words, zd and zd′ .

ψe(y = 1) = exp(ηT(zd ◦ zd′)+ν)

zd =
1

Nd
∑n zd,n

◦ notation denotes the Hadamard (element-wise) product

Exponential function is being used, they also tried using sigmoid (ψσ)

Link function models each per-pair binary variable as a logistic regression
parameterized by η1×K and intercept ν (in case of sigmoid)

Covariates are constructed by the Hadamard product of zd and zd′ ,
capturing similarity between the hidden topic representation of the two
documents
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Inference: How many links to model

One can fix yd1,d2 = 1 whnever a link is observed between d1 and d2 and
set yd1,d2 = 0 otherwise

Problem with that approach is that the absence of a link cannot be
construed as evidence for yd1,d2 = 0

So, in these cases, these links are treated as unobserved variables

Also provides a significant computational advantage

In large social networks like Facebook, the absence of a link between two
people doesn’t necessarily mean that they are not friends.
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Datasets: Summary Statistics

Preprocessing
Stop-words were removed and directed links were converted to undirected
links, documents with no links were removed.
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Datasets: Summary Statistics

What each dataset is about?
Cora Dataset contains abstracts from the Cora computer science research

paper search engine, with links between documents that cite
each other

WebKB Dataset contains web pages from the computer science departments
of different universities, with links determined from the
hyperlinks on each page

PNAS Dataset contains recent abstracts from PNAS. Links between the
documents are intra-PNAS citations

LocalNews Dataset is a corpus of local news culled from various media
markets throughout the US. One document for each state,
consisting of headlinesa dn summaries from local news. Links
determined by geographical adjacency.
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Predictve Performance
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Predictve Performance
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Predictve Performance
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Predicting links from documents
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Predicting links from documents
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Using ‘lda’ package in R

> example <− c ( " I am the very model o f a modern major
+ general " , " I have a major headache " )
> corpus <− l e x i c a l i z e ( example , lower=TRUE)
> corpus$documents
[ [ 1 ] ]

[ , 1 ] [ , 2 ] [ , 3 ] [ , 4 ] [ , 5 ] [ , 6 ] [ , 7 ] [ , 8 ] [ , 9 ] [ , 1 0 ]
[ 1 , ] 0 1 2 3 4 5 6 7 8 9
[ 2 , ] 1 1 1 1 1 1 1 1 1 1

[ [ 2 ] ]
[ , 1 ] [ , 2 ] [ , 3 ] [ , 4 ] [ , 5 ]

[ 1 , ] 0 10 6 8 11
[ 2 , ] 1 1 1 1 1
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Using R package

> corpus$vocab
[ 1 ] " i " "am" " the " " very " " model " " o f "
[ 7 ] " a " " modern " " major " " genera l " " have " " headache "

##Take the c i t a t i o n s f o r the f i r s t few documents o f Cora
> data ( cora . c i t e s )
> l i n k s<− cora . c i t e s [ 1 : 5 ]
> l i n k s
[ [ 1 ] ]
[ 1 ] 484 389 ## Papers 484 and 389 c i t e paper 1
[ [ 2 ] ]
integer ( 0 ) ## Paper 2 i s not c i t e d by any paper
[ [ 3 ] ]
integer ( 0 )
[ [ 4 ] ]
[ 1 ] 177 416 533
[ [ 5 ] ]
[ 1 ] 153
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Using R package

> l i n k s . as . e d g e l i s t ( l i n k s )
## c i t e d paper , c i t i n g paper

[ , 1 ] [ , 2 ]
[ 1 , ] 0 484
[ 2 , ] 0 389
[ 3 , ] 3 177
[ 4 , ] 3 416
[ 5 , ] 3 533
[ 6 , ] 4 153
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Using R package for Relational Topic Models

data ( cora . documents )
data ( cora . vocab )
data ( cora . t i t l e s )
data ( cora . c i t e s )

## F i t an RTM model .
rtm . model <− rtm . co l lapsed . gibbs . sampler (
cora . documents , ##A c o l l e c t i o n o f docs i n lda format
cora . c i t es , ## l i n k vec to r
8 ,##number o f l a t e n t t o p i c s
cora . vocab , ##vocabulary words assoc iated wi th word ind i ces
35 ,##number o f sweeps of Gibbs sampling
0.1 , 0 .1 , 3##alpha , beta , eta )
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Using R package for Relational Topic Models

## F i t an LDA model by s e t t i n g beta to zero .
lda . model <− rtm . co l lapsed . gibbs . sampler (
cora . documents , cora . c i t es ,8 , cora . vocab ,
35 , 0 .1 , 0 .1 , 0)

## Randomly sample 100 edges .
edges <− l i n k s . as . e d g e l i s t ( cora . c i t e s )
sampled . edges <− edges [ sample
(dim ( edges ) [ 1 ] , 100) , ]

##How sampling works . . .
> dim ( edges )
[ 1 ] 4356 2
> sample (4356 ,100)

[ 1 ] 3803 2668 283 2840 3523 2211 4111 . . .
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Using R package for Relational Topic Models

rtm . s i m i l a r i t y <− p r e d i c t i v e . l i nk . p r o b a b i l i t y
( sampled . edges , ##100 samples
rtm . model$document_sums , ##KxD mat r i x t o p i c p ropo r t i ons
0.1 , 3##alpha , eta )

lda . s i m i l a r i t y <− p r e d i c t i v e . l i nk . p r o b a b i l i t y
( sampled . edges , lda . model$document_sums ,
0 .1 , 3)

## Compute how many t imes each document was c i t e d .
c i t e . counts <− table ( factor ( edges [ , 1 ] ,
levels =1:dim ( rtm . model$document_sums) [ 2 ] ) )

## And which t o p i c i s most expressed by the c i t e d document .
max . t o p i c <− apply ( rtm . model$document_sums , 2 , which .max)
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Using R package for Relational Topic Models

qp lo t ( lda . s i m i l a r i t y ,
rtm . s i m i l a r i t y ,
s i ze = log ( c i t e . counts [ sampled . edges [ , 1 ] ] ) ,
co lour = factor (max . t o p i c [ sampled . edges [ , 2 ] ] ) ,
x lab = "LDA pred ic ted l i n k p r o b a b i l i t y " ,
y lab = "RTM pred ic ted l i n k p r o b a b i l i t y " ,
x l im=c ( 0 ,1 ) , y l im=c ( 0 ,1 ) ) +

scale_ s ize (name=" log ( Number o f c i t a t i o n s ) " ) +
scale_ co lour _hue (name="Max RTM t o p i c o f c i t i n g document " )
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Final Output
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