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OVERLAPPING COMMUNITY 
DETECTION



Overlapping communities

• Nodes in real networks are often parts of multiple 
overlapping communities



Two algorithms

• Clique Percolation Method

• Uncovering the overlapping community structure of 
complex networks in nature and society, Palla et al., 
Nature Letters, vol. 435, 2005

• Link communities

• Link communities reveal multiscale complexity in 
networks, Ahn et al., Nature Letters, vol. 466, 2010



Clique Percolation Method (CPM)

• Concept:

– Internal edges of communities likely to be part of 
cliques

– Inter-community edges unlikely to be part of cliques

• Adjacent k-cliques: two k-cliques are adjacent if they 
share k-1 nodes

Some material on CPM borrowed from slides by Eugene Lim 
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• Locate maximal cliques

• Convert from cliques to k-clique communities

Algorithm



• Largest possible clique size can be determined from 
degrees of vertices

• Starting from this size, find all cliques, then reduce size 
by 1 and repeat

Locate Maximal Cliques



• Set A initially contains vertex v, Set B contains neighbors of v 

• Transfer one vertex w from B to A  

• Remove vertices that are not neighbors of w from B 

• Repeat until A reaches desired size 

• If fail, step back and try other possibilities

Finding all cliques: brute-force



• Locate maximal cliques

• Convert from cliques to k-clique communities

Algorithm



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 1: 5-cl ique



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 2: 4-cl ique



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 3: 4-cl ique



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 4: 4-cl ique



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 5: 3-cl ique



Cliques to k-Clique Communities



Cliques to k-Clique Communities

Clique 6: 3-cl ique



1 2 3 4 5 6

1 5

2 4

3 4

4 4

5 3

6 3

Cliques to k-Clique Communities
Clique-Clique overlap matrix



1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 3 2

6 2 2 2 1 2 3
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Cliques to k-Clique Communities

Clique 2: 4-cl ique



1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 3 2

6 2 2 2 1 2 3

Cliques to k-Clique Communities
Clique-Clique overlap matrix



Intuition of the algorithm

• First find all cliques of size k in the graph

• Then create graph where nodes are cliques of size k

• Add edges if two nodes (cliques) share k-1 common nodes

• Each connected component is a community



Cliques to k-Clique Communities

• For a given value of k, k-clique communities:

• Connected clique components in which neighboring 
cliques linked to each other by at least k-1 common 
nodes

• How to find k-clique communities from the clique-clique 
overlap matrix?

• Erase every diagonal element smaller than k
• Erase every off-diagonal element smaller than k-1
• Replace remaining elements by 1
• Carry out a component analysis of this matrix



1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 3 2

6 2 2 2 1 2 3
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1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 3 2
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1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 0 2

6 2 2 2 1 2 0

Cliques to k-Clique Communities

k=4

D e l ete /  re p l a c e  b y  0  i f  l e s s  t h a n  k



1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 0 2

6 2 2 2 1 2 0

Cliques to k-Clique Communities
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1 2 3 4 5 6

1 5 3 1 3 1 2

2 3 4 1 1 1 2

3 1 1 4 2 1 2

4 3 1 2 4 0 1

5 1 1 1 0 0 2

6 2 2 2 1 2 0

Cliques to k-Clique Communities
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1 2 3 4 5 6

1 5 3 0 3 0 0

2 3 4 0 0 0 0

3 0 0 4 0 0 0

4 3 0 0 4 0 0

5 0 0 0 0 0 0

6 0 0 0 0 0 0

Cliques to k-Clique Communities

k=4

Delete/ replace with 0 if  less than k-1



1 2 3 4 5 6

1 5 3 0 3 0 0

2 3 4 0 0 0 0

3 0 0 4 0 0 0

4 3 0 0 4 0 0

5 0 0 0 0 0 0

6 0 0 0 0 0 0

Cliques to k-Clique Communities
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1 2 3 4 5 6

1 1 1 0 1 0 0

2 1 1 0 0 0 0

3 0 0 1 0 0 0

4 1 0 0 1 0 0

5 0 0 0 0 0 0

6 0 0 0 0 0 0

Cliques to k-Clique Communities

k=4

Change al l  non-zeros to 1



1 2 3 4 5 6

1 1 1 0 1 0 0

2 1 1 0 0 0 0

3 0 0 1 0 0 0

4 1 0 0 1 0 0

5 0 0 0 0 0 0

6 0 0 0 0 0 0

Cliques to k-Clique Communities

k=4
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Cliques to k-Clique Communities

k=4

Community 2



• Believed to be non-polynomial

• No closed formula can be given

• However, claimed to be efficient on real systems

• Limitations

• Fail to give meaningful covers for graph with few cliques
• With too many cliques, might give a trivial community 

structure

Clique Percolation Method: Analysis



Link communities

• A node might belong to multiple communities

• For a person: family, co-workers, friends, …

• A link often exists for one dominant reason

• Two people are in the same family, or are co-workers

• Link community: a set of closely inter-related links



Identifying Link communities

• Hierarchical clustering with a similarity between links to build a 
dendrogram

• Each leaf of the dendrogram is a link from the original 
network

• Branches of the dendrogram are link communities

• Slice the dendrogram at a suitable level

• Each link placed in a single community

• Each node inherits membership of the communities of all its 
links



For hierarchical clustering

• Two questions to be answered

• How to measure similarity between items (e.g., links)?

• At which level to slice the dendrogram?



Similarity measure between links
• Node i and its neighboring nodes: n+(i)

• Similarity measured only between pairs of links which share a 
node

• Similarity between eik and ejk:



Which level to slice the dendrogram?

• Measure: Partition density D
• Total number of links in network: M

• { P1, P2, …, PC }: partition of links into C subsets

• Pc has nc nodes and mc links

• Partition density is average of Dc weighted by the fraction 
of links present in Pc



Going from non-overlapping to 
overlapping algorithms
• Simple “partition + growth” approach

• Partition: First detect partition of the network using a 
good community detection algorithm

• Growth: Next consider nodes in each community as 
seed set and add nodes which are highly connected 
to seed
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Going from non-overlapping to 
overlapping algorithms
• Simple “partition + growth” approach

• Partition: First detect partition of the network using a 
good community detection algorithm

• Growth: Next consider nodes in each community as 
seed set, add nodes which are highly connected to seed

• You are who you know: Inferring user profiles in online social networks, by Mislove et al 
(http://www.ccs.neu.edu/home/amislove/publications/Inferring-WSDM.pdf)



Definition: Conductance

• How strong is a particular community A? 

• Conductance previously proposed 

• But, biased towards large communities 



Definition: Normalized conductance

• Metric: Normalized conductance C 

! = #$$
#$$ + #$&

− #$#$
#$#$ + #$#&

• Fraction of A’s links within A Relative to a random graph 

• Range is [-1,1] 

• 0 represents no stronger than random



Growth algorithm

• Given seed users, find a community by 

• Adding users 

• Stopping at some point 

• At each step, add user who increases normalized 
conductance by the most 

• Stop when no user increases normalized conductance



Partition + Growth algorithm in action

• Finding friendlists from 1-hop subgraph in Facebook

• Used Louvain’s modularity-based algorithm to find partitions

• Then grow each community by normalized conductance 
based growth algorithm

• Provide final overlapping communities to users in an App—
Friendlist Manager

• Simplifying Friendlist Management , by Liu et al, WWW Demo 2012 
(https://cse.iitkgp.ac.in/~mainack/publications/Friendlist-WWW-Demo.pdf)



Partition + Growth algorithm in action



How to evaluate a CD algorithm?
• Assume a known community structure  X = {x1, x2, …, xI}

• An algorithm finds a community structure Y = {y1, y2, …, yJ}

• How close is Y to X?

• Several existing measures

• Purity
• Rand index
• Normalized Mutual Information (NMI)  [has been extended 

to overlapping communities]
• Generalized Measures for the Evaluation of Community Detection Methods, by 

Labatut (https://arxiv.org/abs/1303.5441)



DIFFERENT TYPES OF GROUPS IN A 
SOCIAL NETWORK



Different methods to identify groups
• Identifying groups based on network structure – community 

detection algorithms

• How about identifying groups based on content, e.g., text or 
profile attributes?

• Deep Twitter Diving: Exploring Topical Groups in Microblogs at 
Scale, Bhattacharya et al., CSCW 2014



Identified topical groups in Twitter
Topical Groups = Experts + Seekers

Experts: Users who have expertise on the topic
Seekers: Users who are interested in the topic

@BarackObama
Expert on Politics

@BarackObama
Seeker on Basketball



Identifying topical groups at scale

• Crawled data for first 38 million users in Twitter

• 88 Million lists, 1.5 Billion social links

• Identified 36 thousand topical groups



Diversity: Topics and Group Size



A Small Number of Very Popular Groups



Thousands of Specialized Niche Groups



Breaking the Twitter stereotype

• Twitter stereotype

• Popular news on few topics such as sports, 
entertainment, politics, technology

• Celebrity gossip, current news, and chatter

• Breaking the stereotype

• Majority of the population discuss few popular topics, 
but 

• Smaller groups interested in thousands of niche, 
specialized topics 



Why do groups form?

• “Common Identity and Bond Theory”

• Prentice et. al. “Asymmetries in Attachments to 
Groups and to Their Members: Distinguishing 
Between Common-Identity and Common-Bond 
Groups”, Personality and Social Psychology Bulletin, 
1994

• Identity based groups

• Bond based groups



Common Identity and Bond Theory

Identity Based Groups

Low Reciprocity

Low Personal Interactions

High Topicality of discussions

Bond Based Groups

High Reciprocity

High Personal Interactions

Low Topicality of discussions

Examples:
Fans at a football match, 
Attendees at a conference

Examples: 
Family, personal friends 



Analysis of 50 topical groups
• Low reciprocity among members

• Few one-to-one interactions

• Most tweets posted by experts are related to topic


