
  

Probability Density Estimation  
 



Overview 
 Parametric Methods  

 Maximum Likelihood Estimation Method 

 Bayesian Inference Method 

 Non-parametric Methods  

 Histogram 

 Kernel-based Approaches 

 K-Nearest Neighbor (KNN) Approach  

 Kullback-Leibler (KL) Distance 

 Semi-Parametric Methods : Mixture Models (Gaussian Mixture Models (GMMs)) 

 Maximum Likelihood (Nonlinear Optimization) 

 The EM Algorithm 



Overview (Cont..) 
 Parametric Methods  

 Specific functional form is chosen 

 Evaluation with new data is faster 

 Non-parametric Methods  

 No specific functional form  

 Number of parameters grows with number of data points  

 Very slow for evaluation of new data 

 Semi-Parametric Methods  

 No specific functional form 

 Number of parameters grows with complexity 

 Computationally intensive 



Parametric Methods 



Parametric Methods (Cont..) 



Parametric Methods (Cont..) 



Parametric Methods (Cont..) 



Parametric Methods (Cont..) 



Non-Parametric Methods 
 Histograms  

 Kernel-based approaches 

 K-Nearest Neighbor (KNN) 

 Histograms (Simple Models) 

 Role of smoothing parameters 

 Smoothing parameter  Number of bins  

 Lower number of bins (smooth out crucial details)  

 Higher number of bins (spiky& noisy) 

 Advantages 

 Can be constructed sequentially, entire data is not required at one shot. No storage issues.  

 Disadvantages 

 Estimated density is not smooth 

 Curse of dimensionality with high-dimensionality data 



Non-Parametric Methods : Density Estimation 



Non-Parametric Methods : Density Estimation 



Non-Parametric Methods : Kernel-based Method 



Non-Parametric Methods : Kernel-based Method 



Non-Parametric Methods : Kernel-based Method 

Drawbacks 

All data points to be stored 

Evaluation of density is very slow if # data points is 

large 

 It gives biased estimate of density 

Solution to fast density estimation  

Use of fewer kernel functions  

Adapt their positions and width as per the data 



Non-Parametric Methods : K-Nearest Neighbor 

Problem with Kernel-based approach  Fixed “h” for all data points  

Remedy  KNN : Fix “K” value & allow “V” to vary 

Disadvantages of K-Nearest Neighbor (KNN) 

 Estimated PD is not true density, because integral over all X-

space diverges. 

 All the training data points must be retained. 

 Large computer storage is required to store the whole data 

 Require large amount of processing to evaluate the density at 

new data points.  



Non-Parametric Methods : KNN-Classifier 



Non-Parametric Methods : Smoothing Parameters 



Semi-Parametric Models : Mixture Models 

 Parametric Methods  

 Specific functional form is chosen 

 Evaluation with new data is faster 

 Non-parametric Methods  

 No specific functional form  

 Number of parameters grows with number of data points  

 Very slow for evaluation of new data 

 Semi-Parametric Methods  

 No specific functional form 

 Number of parameters grows with complexity 

 Computationally intensive 



Semi-Parametric Models : Mixture Models (Cont..) 



Semi-Parametric Models : Mixture Models (Cont..) 



Mixture Models : Maximum Likelihood Technique 



Mixture Models : ML Technique (Cont..) 



Mixture Models : The EM Algorithm 



Mixture Models : The EM Algorithm (Cont..) 



Mixture Models : The EM Algorithm (Example) 



Mixture Models : The EM Algorithm (Incomplete Data) 



Mixture Models : The EM Algorithm (Incomplete Data) 



Illustration of Use of GMMs : Isolated Word Rec 

Consider GMMs 

In place of HMMs 


