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Signal Modeling
❑ Need for Signal Modeling 

✓ Provide the basis for theoretical description of a signal processing system

✓ Remove noise & transmission distortion etc..

✓ Learn about the signal source, and generate synthetic signals without real 

source

✓ Important to realize the practical systems such as ASR, LID, etc.. 

❑ Deterministic Signal Models

✓ Modeling a sine wave or Sum of exponentials

✓ Parameters : Amplitude, Frequency, Phase & Rate of exponentials

❑ Statistical Signal Models 

✓ Signals characterized by parametric random process (Speech Production)

✓ Examples: Gaussian, Poission, Markov & HMMs



Discrete Markov Process

𝑆𝑖, 𝑆𝑗 → States of the system

N → Total number of states

Example : 3-State Markov Model 

𝑆1, 𝑆2, 𝑆3→ rain, cloudy, sunny

A = {𝑎𝑖𝑗} → 3X3 state transition matrix

P(O/Model) = P(𝑆1, 𝑆1, 𝑆2, 𝑆1, 𝑆3, 𝑆2, 𝑆1/Model) 

Example : 5-State Markov Model 



Hidden Markov Model



Basic Elements of HMM



Three Basic Problems of HMM



Illustration of Use of HMM



Illustration of Use of HMM : Isolated Word Rec



Solution to Problem – 1 (Computation of 𝑃( Τ𝑂 λ))



Solution to Problem – 1 (Computation of 𝑃( Τ𝑂 λ))



Solution to Problem – 1 (Forward Procedure)

𝜶𝒕 𝒊

𝜶𝒕 𝒊

𝜶𝒕 𝒊



Illustration of Computation of FV : α𝑡 𝑖



Backward Procedure BV : β𝑡 𝑖



Solution to Problem – 2 Optimal State Sequence



Solution to Problem – 2 :Viterbi Algorithm (OSS)



Solution to Problem – 2 :Viterbi Algorithm (OSS)



Solution to Problem – 3:Estimation of λ (A, B, π)



Solution to Problem – 3:Estimation of λ (A, B, π)



Types of HMMs



Continuous Density HMMs



Continuous Density HMMs : Parameter Estimation


