
Machine Learning
Machine Learning in Python



Discussion

Data Linearity

Recap Bias, Variance and trade-offs

Recap Overfitting and Underfitting

Cross Validation

Ridge Regression

Lasso Regression

Lab-6 Assignment 1, 2, 3 and 4
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Ridge Regression

63.99999999999994



Ridge Regression

26.44897959183673



LASSO Regression



LASSO Regression

16.0



Lab Assignment

Use K-Fold cross validation technique to find the optimal degree 
of  the polynomial regression function.

polynomial_regression(degree)



Lab Assignment

Use K-Fold cross validation technique to find the best classification 
algorithm among KNN, Naïve Bayes, SVM and Decision Tree for any
categorical dataset.



Lab Assignment

Use K-Fold cross validation technique to find the optimal alpha for 
Ridge and Lasso regression for dataset 0.



Lab Assignment

Give a detailed analysis on what happens with Ridge and Lasso
regression for dataset 0.

Note: Use alpha from Assignment 3.
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