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Abstract

In this paper, we explore certain complex
network properties of the Wordnet to de-
vise a suitable technique that successfully
distinguishes the emotional words from
the non-emotional ones. We observe that
the popular centrality based measures of
complex networks are not appropriate for
differentiating the emotional words from
their non-emotional counterparts. There-
fore, we propose a sophisticated transfor-
mation based on structural similarity fol-
lowed by a clustering of the transformed
network and show that this method results
in the accurate segregation of the emo-
tional and the non-emotional words. We
plan to apply this method to induce emo-
tional word base from Wordnet in future.

1 Introduction

Emotion recognition from text is a new sub-
area of Natural Language Processing (NLP) and
has drawn considerable attention of the NLP re-
searchers in recent times. People express emo-
tion through different channels of communication:
facial expressions, speech, bio-signals and lan-
guage. Among these, facial expression is perhaps
the most commonly used evidence for decoding
emotion expressed by others. Nevertheless, as per-
ceived by Barrett et al. (2007), emotion words help
in quick and easy perceptions of emotion.
Sometimes the words appearing in the text bear
emotional cues that help in determining the emo-
tional category of the text segment. This pro-
vides the impetus to develop an emotional lexi-
cal resource for the task of emotion recognition.
Building emotion word base can be either man-

ual (Valitutti et al., 2004) or automatic. Acquisi-
tion of emotion words can be carried out by ex-
tracting the appropriate parts from resources like
dictionaries, thesauruses and other comprehensive
resources like the Wordnet.

Worndet is a huge lexicon base where the words
are grouped into different lexical categories such
as noun, verb, adjective and adverb. Informa-
tion in Wordnet is represented in terms of synsets,
where each synset comprises a set of synonymous
words. The synsets are related to each other by
means of certain semantic relationships: hyper-
nymy (hyponymy), meronymy (holonymy) and
antonymy. Essentially, Wordnet can be viewed
as a very large graph with nodes representing the
words and links representing the semantic rela-
tionships.

In order to extract emotion lexical base from
Wordnet, the first step one needs to devise a strat-
egy that can distinguish an emotional word from
a non-emotional one. One way to achieve this
would be to investigate the patterns of interactions
among the words and extract certain statistical
properties based on them, which in turn can suc-
cessfully draw a distinction between the emotional
and non-emotional words. The theories of com-
plex networks presents us with a bunch of tech-
niques to measure such statistical properties that
can suitably be applied to bring about such a dis-
tinction. In fact, researchers have studied Wordnet
in the framework of complex networks reported
various interesting properties (see (Mariano and
Guillermo, 2002) for instance) although not with
the same objective as above.

In this paper, we explore certain complex net-
work properties of the Wordnet to find out an ap-
propriate technique that separates the emotional
words from the non-emotional ones. We consider
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a set of basic emotions (Ekman et al., 1982) to
construct emotional lexical network from them.
For non emotional words, we construct two dif-
ferent networks

e where non-emotional seed words are selected
manually and

e where the non-emotional seed words are cho-
sen at random.

In construction of emotional and non-emotional
networks, the network construction methodology
starts with a set of seed or base words. A
BFS traversal of the Wordnet with maximum
depth of four hop distance from the seed words
is performed to extract the emotional and non-
emotional networks. We observe that the popu-
lar centrality based measures of complex networks
are not suitable in distinguishing the emotional
words from the non-emotional words. Therefore,
a sophisticated transformation based on structural
similarity (Hanneman, 2001) has been applied to
the networks followed by a clustering of the trans-
formed network which results in the segregation
of the emotional and the non-emotional words.

In section 2, we provide a brief overview of
some of the complex network measures relevant
for this work. We provide the rationale behind
selection of the base words in section 3. Lexi-
cal network construction methodology has been
discussed in details in section 4. In section 5,
we provide different complex network studies per-
formed on the constructed networks and the lin-
guistic analysis of the experimental results. In sec-
tion 6, we discuss some relevant issues regarding
the work.

2 Background

In this section, we shall review some of the com-
plex network measures as they provide the basis
of the methodology for distinguishing between the
emotional and the non-emotional sections of the
Wordnet.

2.1 Centrality Measures

The notion of centrality is essential to quantify
how central a vertex is in a network. Some of the
popular centrality measures are described below.

Degree Centrality (Lee, 2006) is the most ba-
sic of all the centrality measures and is simply the
degree of the vertex in question.

Betweenness Centrality (Freeman, 1977) counts
how many times a particular node comes out to
be an intermediate node in the shortest paths be-
tween other vertices. Vertices that appear on many
shortest paths between other vertices have higher
betweenness value.

Closeness Centrality (Lee, 2006) is a measure
of how close one vertex is with other vertices in
the network. It is defined as the reciprocal of the
sum of the geodesic distances between the vertex
in question and all other vertices reachable from it.

2.2 Other Topological Properties

Apart from the centrality measures discussed ear-
lier, two other measures are also important in com-
plex network study:

Clustering Coefficient (Newman, 2003) for a
vertex is given by the fraction of links between the
vertices within its one distance neighborhood di-
vided by the number of links that could possibly
exist between these vertices.

Average Nearest Neighbor Degree
(ANND) (Barrat et al., 2004) of a node in a
network is defined as the average over the degrees
of its one-distant neighboring nodes. If a high
degree node has a high ANND, then the network
is belongs to the assortative (Newman, 2002)
class; otherwise the network is a disassortative
one.

2.3 Structural Similarity Measures

Structural similarity (SS) (Bunke and Messmer,
1994; Basak and Niemi, 1988) is a measure of
equivalence or two objects in the structural level.
For instance, in a social network, two actors are
said to be structurally similar if they play similar
social roles. Graph-theoretically, two nodes are
said to be structurally similar if they have simi-
lar neighbor profiles. As perfect structural equiva-
lence is rare, graph theorists are often interested in
the extent of structural equivalence.

Assuming that the graph is represented as an ad-
jacency matrix, the row vector corresponding to a
node defines its neighborhood. Structural similar-
ity between two nodes is calculated as the extent
of overlap between these neighborhoods, i.e., their
row vectors. One way to compute the overlap is as
follows. As the constructed networks, in this pa-
per, are unweighted, therefore, the adjacency ma-
trix for each of them is essentially a 0-1 matrix and
the distance between the neighborhood patterns of
two nodes is equivalent to the Hamming distance



between their respective row-vectors. The lower
this distance, the higher is the structural similarity.

3 Selection of Base Lexicons

Emotional words may be divided into two distinct
categories (Kovecses, 2000): expressive words
and descriptive words. Examples of expressive
words include wow!, shit!, yuk! etc. Anger, dis-
gust, happy etc. are some examples of the de-
scriptive words. In the descriptive word category,
some words are more basic than others in a sense
that these words describe a particular emotion in a
more intense manner than the others.

Basic emotions are those for which the respec-
tive expressions across culture, ethnicity, age, sex,
social structure are invariant (Ortony and Turner,
1990). One of the theories behind the basic emo-
tions is that they are biologically primitive be-
cause they possess evolutionary significance re-
lated to the basic needs for the survival of the
species (Plutchik, 1980).

Following (Ekman et al., 1982), we have se-
lected six basic emotion categories and the corre-
sponding descriptive emotional words are Anger,
Disgust, Fear, Happiness, Sadness, Surprise as
specified by Ekman.

For the selection of the non-emotional words,
we have considered two sets of words. First set
has been selected manually so that the words be-
longing to the set are conceptually distant from the
emotional words. The second set has been picked
up randomly from Wordnet.

4 Lexical Network Construction
Methodology

Two types of networks are constructed: one for
emotional words and another for non-emotional
words.

4.1 Emotional Network

The lexical network construction starts with an ini-
tial list consisting of six base emotional words.
The considered words for this study belong to
the noun category and therefore, the relations
considered for network construction hold for
nouns only, i.e., hypernymy/hyponyny, synonymy,
meronymy/holonymy.  With the initial list of
nodes, we perform Breadth First Search (BFS) on
Wordnet upto four levels. We have made no dis-
tinctions among the different senses of a word.
Thus, different senses of a polysemous word are

merged to form a single node for that word. This
network will be referred to as Ng in the rest of the

paper.

4.2 Non-Emotional Network

The network construction methodology for the
non-emotional case is same as that of emotional
one. The list of base words at the start of net-
work construction differs from that of emotional
network. The choice of base words in this case,
has been done in two ways.

e In the first case, the base words are selected
manually from the Wordnet. The selected
words are computer, window, debris, water
and paper. We call the network constructed
from them M NyE.

e In the second case, the base words are ran-
domly selected from the Wordnet. The net-
work constructed from these words is termed
as RNyg. Note that, the base words in this
case are arc_boutan, caudex, discus, window,
water, knight_bac, hammer, microspora, mi-
crococcu, edema, parapraxis, plectron, pros-
enceph, sanctum, stylus.

In the next section, we provide the complex net-
work study of the constructed networks.

5 Complex Network Study of Emotional
and Non-Emotional Network

Having constructed the networks from the emo-
tional and non-emotional base words, we next
compute the various statistical properties outlined
in section 2.1, for Ng and M N g. The objective
is to find out if one or more of these properties
can qualitatively differentiate Ng from M Nyg
thereby, pointing to a general methodology for dis-
tinguishing emotional words from non-emotional
words.

We provide the plots of degree distribution,
closeness versus degree and betweenness versus
degree in Figure 1. The data points have been
plotted in log-log scale. The plot of clustering
coefficient (CC) versus degree (log-log scale) has
been provided in Figure 2(a) and Figure 2(b). The
plots of ANND versus degree are provided in Fig-
ure 2(c) and Figure 2(d). The Pajek (Batagelj and
Mrvar, 2002) software has been used to compute
the different measures.



Figure 1: Plots of centrality measures vs degree.

The general properties observed from the plots
presented in Figure 1 and Figure 2 are summarized

below.
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Figure 2: Plots of CC and ANND versus degree.

e By applying curve-fitting technique on cumu-

lative degree distributions (Figure 1(a) and
Figure 1(b)), we observed that both the net-
works follow a power-law (Clauset et al.,
2007) of the form

N(k) o k™ (1)

where N (k) is the number nodes having de-
gree higher than or equal to k. « is 1.55 for
emotional network (Ng) and 1.92 for non-
emotional network (M Ny g). It follows, that
there are a very few nodes in the networks
that have very high degree whereas the ma-
jority of the nodes have a very low degree.
Note that, most of the high degree nodes be-
long to the set of polysemous words (this
result is in agreement with those reported
in (Mariano and Guillermo, 2002)).

In both the networks, the variation of close-
ness centrality with degree is less as evident
from Figure 1(c) and Figure 1(d). This in-
dicates that all the nodes are equally close
to each other irrespective of their degrees.
This may be attributed to the fact that when
the polysemous words are merged into a sin-
gle node, the Wordnet networks exhibits a
small world effect (Mariano and Guillermo,
2002) where the polysemous words act as
short bridges in the networks thereby, bring-
ing all other nodes close to each other.

The betweenness centralities in both the net-
works are highly correlated with the degree
as depicted in Figure 1(e) and Figure 1(d).
The nodes with higher degrees possess higher



betweenness values. It can be conjectured
that the polysemous words are the most be-
tween nodes and they form the bridges in the
network.

e In CC versus degree plots (Figure 2(a) and
Figure 2(b)) of both the networks, it is ob-
served that high degree nodes (i.e., the poly-
semous nodes) have low CC. Therefore, the
neighbors of the polysemous words are pos-
sibly non-neighbors of each other.

e From Figure 2(c) and Figure 2(d), it is ob-
served that nodes with high degree have low
ANND values (i.e., show strong trends of be-
ing disassortative). This leads us to conjec-
ture that two polysemous words are hardly
neighbors of each other.

Finally, from Figures 1 and 2, similar quali-
tative trends are observed in emotional and non-
emotional networks and therefore, these well-
known techniques seem to be inappropriate in
distinguishing between the emotional and non-
emotional words. This is perhaps a consequence
of the influence of the underlying universal struc-
tural properties of the Wordnet. Thus, one needs to
suitably transform the above networks and analyze
the properties of these transformations in order to
bring about the distinction.

5.1 Structural Similarity Measure

The basic hypothesis underlying the experiments
presented in this section is that emotional words
play similar “social roles” in linguistic networks
such as those constructed by us. Therefore, the
structural similarity among the emotional words
should be stronger than that between the emotional
and the non-emotional words. In order to test this
hypothesis, we perform two different experiments
enumerated below.

5.1.1 Experiment 1: Manual Selection of
Non-emotional Lexicon

The steps of this experiment are as follows.

1. Combine the networks Ng and M Nyg and
call this new network Ncooas.

II. Compute the structural similarity between
every pair of the base emotional words in
Ncowm (i.e., anger-disgust, sadness-fear, and
SO on).

III. Similarly, compute the structural similar-
ity between each base emotional and base
non-emotional word in Ngoyas (i.e., disgust-
debris, fear-window and so on).

IV. Construct a weighted network Ngg where
the set of nodes comprise all the base words
(emotional and non-emotional). The edge
weight between two nodes (either both emo-
tional or one emotional and the other non-
emotional) is their corresponding structural
similarity.

V. Perform a hierarchical agglomerative cluster-
ing of Ngg.

The result of the clustering of Ngg in Figure 3
clearly indicates that the above process can suc-
cessfully distinguish between the emotional and
the non-emotional words.
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Figure 3: Hierarchical clustering of Ngg in man-
ual selection experiment.

5.1.2 Experiment 2: Random Selection of
Non-emotional Lexicon

The steps of the experiment are as follows.

I. Combine the networks Np and RNyg and
call this new network Ncoas.

II. Repeat steps II to V outlined in Experiment
1.

Here again, we observe that the method suc-
cessfully distinguishes the emotional from the ran-
domly selected words (see Figure 4).

Results of both the experiments indicate that
even quite distant emotional words join to-
gether before they join the non-emotional words.
This transformation based on structural similarity
should therefore allow us to detect other emotional
words that are close to the seed words in terms of
their semantic content. Furthermore, it should also
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Figure 4: Hierarchical clustering of Ngg in ran-
dom selection experiment.

be possible to develop a ranking of these words
depending on how much structurally similar they
are to the seed words. Note that this method would
allow us to rank all the words qualitatively with re-
spect to each of the seed words. This is useful be-
cause it is often the case that words can belong to
multiple emotion categories and need to be ranked
in each of these categories separately.

6 Conclusions

In this paper, we have presented a methodology
that can successfully differentiate the emotional
words from their non-emotional counterparts us-
ing sophisticated methods of network transfor-
mation. More specifically, we have shown that
whereas, the popular centrality based measures of
complex networks fail to bring forth this differ-
ence, structural similarity based techniques neatly
performs the same. We therefore, conjecture that
such similarity based techniques can be, in gen-
eral, employed to induce emotional words from
large lexical bases like the Wordnet. We plan to
conduct the same in future.
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