
Computer Vision and Image Understanding 156 (2017) 66–78 

Contents lists available at ScienceDirect 

Computer Vision and Image Understanding 

journal homepage: www.elsevier.com/locate/cviu 

Continuous adaptation of multi-camera person identification models 

through sparse non-redundant representative selection 

Abir Das 1 , Rameswar Panda , Amit K. Roy-Chowdhury 

∗

University of California, Riverside, CA 92521, United States 

a r t i c l e i n f o 

Article history: 

Received 2 December 2015 

Revised 24 September 2016 

Accepted 19 October 2016 

Available online 26 October 2016 

Keywords: 

Redundancy reduction 

Representative selection 

Continuous learning 

Person identification/recognition 

a b s t r a c t 

The problem of image-base person identification/recognition is to provide an identity to the image of an 

individual based on learned models that describe his/her appearance. Most traditional person identifica- 

tion systems rely on learning a static model on tediously labeled training data. Though labeling manually 

is an indispensable part of a supervised framework, for a large scale identification system labeling huge 

amount of data is a significant overhead. For large multi-sensor data as typically encountered in camera 

networks, labeling a lot of samples does not always mean more information, as redundant images are 

labeled several times. In this work, we propose a convex optimization based iterative framework that 

progressively and judiciously chooses a sparse but informative set of samples for labeling, with mini- 

mal overlap with previously labeled images. We also use a structure preserving sparse reconstruction 

based classifier to reduce the training burden typically seen in discriminative classifiers. The two stage 

approach leads to a novel framework for online update of the classifiers involving only the incorpora- 

tion of new labeled data rather than any expensive training phase. We demonstrate the effectiveness of 

our approach on multi-camera person re-identification datasets, to demonstrate the feasibility of learning 

online classification models in multi-camera big data applications. Using three benchmark datasets, we 

validate our approach and demonstrate that our framework achieves superior performance with signifi- 

cantly less amount of manual labeling. 

© 2016 Elsevier Inc. All rights reserved. 
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1. Introduction 

Person identification/recognition across cameras is an important

problem in many surveillance and security applications, and re-

quires the ability to handle very large data volumes. An automated

solution of this problem is to use images of persons to provide

identities to the images based on learned models that describe

his/her appearance. Most existing solutions depend on learning a

static model on tediously labeled training data. An example of such

a task is person re-identification ( Bazzani et al., 2012; Kviatkovsky

et al., 2013; Wang et al., 2014; Zhang et al., 2013 ) which is the task

of identifying and monitoring people moving across a number of

non-overlapping cameras. Considering the time and labor involved

in labeling the training data manually, scalability to large numbers

of persons remains an issue. Also, the learned models being static,

cannot adapt to new images that may be available over time. 
∗ Corresponding author. 
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Some recent semi-supervised ( Zhang et al., 2016 ) and unsu-

ervised methods ( Liu et al., 2012; Peng et al., 2013; Zhao et al.,

013 ) tried to explore saliency information or weighted features

r learning a discriminative null space in a re-identification sce-

ario. However, none of these works assume a continuous learning

etting. Moreover, it can be seen that unsupervised methods give

ignificantly lower performance compared to supervised methods

 Liu et al., 2012; Peng et al., 2013; Zhao et al., 2013 ). A next al-

ernative is to involve a human in the loop but at the same time,

ffort s should be made to keep the human annotation to a min-

mum. Active learning ( Settles, 2012 ) is a natural choice for re-

ucing labeling effort by asking for labels only on a few but in-

ormative samples (called the active samples), rather than seek-

ng labels either for samples chosen randomly from a set or for

he whole set. In this paper, we explore the question of learning

erson identification models online in a multi-camera setting with

imited labeling effort. We argue that, in order to truly reduce the

abeling cost we need to choose a sparse but informative set of

amples to be labeled. As only a small part of the whole data is

nnotated, the annotation effort is reduced considerably compared

o annotating the whole dataset. Active learning has been success-

ully applied to many computer vision problems including tracking

http://dx.doi.org/10.1016/j.cviu.2016.10.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cviu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cviu.2016.10.012&domain=pdf
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 Vondrick and Ramanan, 2011 ), object detection ( Vijayanarasimhan

nd Grauman, 2011 ), image ( Batra et al., 2010 ) and video seg-

entation ( Fathi et al., 2011 ), image or scene classification

 Chakraborty et al., 2011; Elhamifar et al., 2013; Joshi et al., 2012 )

nd activity recognition ( Hasan and Roy-Chowdhury, 2014; 2015;

iu and Zhang, 2011 ) However, these methods deal with data com-

ng from single source. It is not trivial to extend traditional active

earning methods for an application scenario where multi-sensor

ata is involved. It is a natural challenge to select a few informative

amples yet cover as much appearance variation as possible across

ultiple cameras in such a scenario. Apart from high cost of label-

ng the training data, all the data may not also be available at the

ery outset. A static pre-trained model can not adapt to the chang-

ng dynamics of the incoming data. In this work, we will address

oth the above-mentioned scenarios a). selection of a manageable

et of informative samples for labeling and b). doing so in an on-

ine manner where all the training data is not available a priori. 

For this purpose, we propose an iterative framework which,

tarting with a pool of unlabeled images, progressively and judi-

iously selects the most informative set of images - termed as the

 representative ’ images for labeling with minimal overlap with pre-

iously labeled images. Ideally, a set of representative images are

representatives” of a dataset because this set possesses most of 

he variabilities of the dataset within itself. On the other hand,

ithout any label information, the representative images are some

f the most confusing samples in the whole dataset by the same

rait. Thus annotating such representatives enriches the model by

njecting valuable information with a reasonable labeling effort.

e also use a structure preserving sparse reconstruction based

lassifier to reduce the training burden typically seen in discrim-

native classifiers. The use of a sparse classifier enables an online

pdate of the identification framework involving only new sam-

les without requiring to train from scratch whenever new batch

f data arrives. This pipeline leads to a framework for online up-

ate of the classifiers involving only the incorporation of new la-

eled data rather than any expensive training phase. Identifying

nd eliminating redundant samples is especially important in such

n online scenario since reducing redundancy implies more infor-

ation gain at the cost of less labeling effort. Thus the proposed

ork addresses the following question: Is it possible to select a

parse set of non-redundant training images progressively in an on-

ine setting for annotation from multi-sensor data while maintaining

ood identification performance? 

We demonstrate the effectiveness of our proposed approach on

atasets in person re-identification (although our problem setting

s different than the traditional re-identification framework). There

re many reasons for it. Using the re-identification datasets allows

s to demonstrate the effectiveness of the online representative

election framework where due to a multi-camera setting, large

ntra-person variation is prevalent. Also, these datasets represent

ncontrolled settings where we are not dependent on the avail-

bility of good quality facial shots. 

.1. Motivation behind the proposed approach 

The representatives or samples chosen iteratively for labeling

an have two types of redundancies. Firstly, in each iteration, the

hosen representatives may have many images of the same person.

econdly, representatives selected in subsequent iterations may

lso have overlap with the representatives chosen earlier for label-

ng. The first type of redundancy is termed as the ‘intra-iteration

edundancy’ while the second type is termed as the ‘inter-iteration

edundancy’. ‘Intra-iteration redundancy’ is restricted by exploit-

ng the fact that redundant samples in any iteration are very close

eighbors in the feature space. Without any feedback about the al-

eady chosen representatives, any representative selection strategy
ay select images of the same person as representatives in sub-

equent iterations. Using a similar redundancy reduction strategy

f looking for close neighbors as above, we will be able to filter

ut samples redundant to the already labeled ones in previous it-

rations. However, using such a strategy to reduce ‘inter-iteration

edundancy’ will prohibit the information gain as images of a per-

on from multiple cameras will be hard to come by. We tackle this

ituation by enforcing diversity among the selected representatives

s information about the already chosen samples in previous iter-

tions are fed back while choosing subsequent samples to be la-

eled. Variabilities are not only caused by the presence of differ-

nt people but the same person may appear differently in differ-

nt cameras. These two different types of variabilities make non-

edundant representative selection a challenge in scenarios where

here are multiple sources of data as is the case with multi-camera

erson identification. The proposed method exploits these variabil-

ties by choosing diverse but small set of representatives from mul-

iple cameras (ref. Section 4.3.2 ) while discarding similar images

f the same person which primarily comes from the same camera

ref. Section 4.3.1 ). 

Such a representative selection problem is formulated as a con-

ex optimization that minimizes the cost of representing an unla-

eled pool with a sparse set of representatives as well as one that

inimizes the redundancy with the representatives selected ear-

ier. Experiments on three benchmark datasets show that annotat-

ng the small but informative set of representative images reduces

he labeling effort considerably, maintaining reasonable identifica-

ion performance. 

Apart from the huge labeling effort, another factor that is a

hallenge for a scalable solution of the problem is the generally

xponential increase of training time with the number of training

amples for traditional discriminative classifiers ( e.g. , SVM or ran-

om forest). These classifiers have to be retrained from scratch af-

er each batch of representative selection and annotation in such

epetitive active learning strategy. The generally super linear time

omplexity of the traditional discriminative classifiers makes them

nsuitable for use in such a scenario. Though incremental learn-

ng based classifiers ( Polikar et al., 2001 ) can update the model

ithout retraining from scratch, their performance is limited by

he condition of knowing the number of classes from the start. 

Motivated by the recent progress of sparse coding based classi-

ers ( Deng et al., 2012; Wright et al., 2009 ), we employ a structure

reserving sparse dictionary for classification. Such a classification

trategy is helpful as updating the model with newly labeled data

eans simply adding the new samples with labels without making

ny changes to the existing dictionary made of the already labeled

amples. This model update strategy not only helps in reducing the

raining time significantly by avoiding the need for retraining but

lso enables the operation of the framework without assuming any

nowledge of the number of classes. Thus, in summary, the pro-

osed framework uses two convex optimization based strategies to

elect a few informative but non-redundant samples for labeling and

o update a person identification model online . 

The rest of the paper is organized as follows. Section 2 dis-

usses the related works and our contributions. An overview of

he proposed approach is given in Section 3 . The details about

pproach, as non-redundant representative selection, and the use

f structure preserving sparse coding based classification are de-

cribed in Section 4 . Experimental results and comparisons are

hown in Section 5 . Finally, conclusions are drawn in Section 6 . 

. Related works and our contributions 

The proposed method is intricately tied to active learning and

epresentative selection and related to the problem of person
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re-identification. This section describes the relevant works these

fields have seen in recent years. 

Active learning: In an effort to bypass tedious labeling of train-

ing data there has been recent interest in ‘active learning’ ( Joshi

et al., 2012; Vijayanarasimhan and Grauman, 2011 ) where classi-

fiers are trained interactively for incremental update of classifi-

cation models in presence of streaming video data from a sin-

gle camera ( Hasan and Roy-Chowdhury, 2014 ). Queries are se-

lected for labeling such that enough training samples are pro-

cured in minimal effort. This can be achieved by choosing one

sample at a time by maximizing the value of information ( Joshi

et al., 2012 ), reducing the expected error ( Aodha et al., 2014 ) or

maximizing both informativeness and representativeness for active

sample selection ( Huang et al., 2010 ) prior to retraining a classi-

fier. On the other hand, there have been recent approaches where

batches of unlabeled data are selected by exploiting classifier feed-

back ( Chakraborty et al., 2011; Elhamifar et al., 2013 ) or contextual

information ( Hasan and Roy-Chowdhury, 2015 ) to maximize infor-

mativeness and sample diversity. To the best of our knowledge, the

only work ( Das et al., 2015 ) which takes an active learning ap-

proach to multi-camera person identification is using mid level at-

tributes ( Farhadi et al., 2009; Parikh and Grauman, 2011 ). A ‘value

of information’ ( Joshi et al., 2012 ) based strategy is combined with

attribute-feedback from the human annotators at the time of anno-

tation. While the ‘value of information’ strategy helps in reducing

the annotation effort by supplying possible sample matches (from

the already labeled set) along with selected unlabeled image, the

performance of the system depends heavily on the performance of

mid level attribute predictors. Training good attribute predictors

calls for a large number of attributes to be annotated which, in

turn, calls for large and additional annotation overhead. 

Representative selection: Most of the applications of represen-

tative selection can be found in the fields of video summariza-

tion and subset selection. Historically clustering and vector quan-

tization based methods ( de Avila et al., 2011; Frey and Dueck,

2007; García et al., 2012 ) have dominated these problems, until

recently sparse subset selection came into picture. In Cong et al.

(2012) ; Elhamifar et al. (2012a, 2012b) , representative selection has

been formulated as sparsity regularized linear reconstruction error

minimization problem. The last two works resemble most closely

the proposed representative selection framework. However, with-

out any redundancy restricting condition, the applicability of these

frameworks can be limited in a multi-sensor application like per-

son identification as far as reduction of labeling effort is concerned.

A multi-sensor data has its own challenges and redundancy of rep-

resentatives play a very important role in it. The Sparse Model-

ing Representative Selection (SMRS) framework ( Elhamifar et al.,

2012b ) removes redundant frames from an event based summary

of videos by considering the proximity of the chosen represen-

tative frames in the timeline. Time information is either unavail-

able in person re-identification datasets or is unreliable for a such

a scenario over a wide space time horizon. The proposed frame-

work takes care of this issue by splitting the source of redundancy

into two parts - one ‘intra-iteration’ and the other ‘inter-iteration’.

The ‘intra-iteration’ redundancy is reduced by creating a hyper-

graph between the chosen representatives. The redundancy among

samples chosen in different iterations is reduced by introducing a

convex regularization term that minimizes correlation between the

new and the previously selected representatives, but at the same

time chooses a number of samples representing the data aptly.

This enables the selection of as many difficult examples as possi-

ble to improve the identification performance but at the same time

avoids labeling a person multiple times unless it is necessary. 

Person re-identification: Our approach being online and adap-

tive is different from traditional re-identification setting as unlike

traditional re-identification scenario, the proposed approach starts
ith gradually building the gallery set from scratch. However, due

o the challenges of multi-camera re-identification datasets, we

re using some benchmark datasets to evaluate our method. In

his section, we will review some recent re-identification works

riefly. Person re-identification approaches can be broadly brought

ogether in three main classes according to the methods followed

or solving the problem. In one class of approaches ( Bazzani et al.,

012; Kviatkovsky et al., 2013 ), camera invariant discriminative sig-

atures have been used to re-identify people in different cameras.

he features used are hand-engineered based on color, shape, tex-

ure etc. ( Bak et al., 2012; Kviatkovsky et al., 2013; Liao et al., 2015 )

nother class ( Hirzer et al., 2012; Kostinger et al., 2012; Li et al.,

012; Liao et al., 2015 ) has tried to improve the distance measure

o better discriminate between different persons by learning the

istance metric. For both the schools of thought deep architecture

as shown significant performance boost ( Ahmed et al., 2015; Li

t al., 2014; Ustinova et al., 2015; Yi et al., 2014 ). However, a com-

on issue in deep architecture based solutions is generating huge

mount of labeled training data which has been addressed in the

roposed work. A third class of works tried to explore transforma-

ion of features between cameras by learning brightness transfer

unction ( Javed et al., 2008 ) between appearance features or dif-

erent variants of it ( Das et al., 2014; Martinel et al., 2015; Prosser

t al., 2008 ). Some recent unsupervised methods ( Liu et al., 2012;

hao et al., 2013 ) tried to explore saliency information or weighted

eatures towards re-identifying people across cameras. However,

one of these methods consider an interactive framework that se-

ects the most informative set of representatives for manual la-

eling, thus reducing the effort of the human. For a thorough re-

iew of the person re-identification literature, interested readers

re directed to the review paper ( Vezzani et al., 2013 ) where a

ultidimensional taxonomy and categorization of the person re-

dentification algorithms can be obtained. 

Contributions of the paper: To summarize, the contributions

f the proposed approach to the problem of person identification

re the followings. 

• Large-scale person identification has been formulated as an

multi-sensor active learning system with an eye to reduce the

huge annotation effort arising out of sheer volume of the train-

ing data. 
• A sparsity regularized convex optimization framework has been

proposed to deal with non redundant representative selection,

crucial to reducing the labeling effort in a multi-camera set-

ting through iterative active learning framework. The frame-

work can, in general, be used for other multi-sensor active

learning frameworks, e.g. , activity recognition where data from

multiple sensors may arrive in batches. 
• Through a set of experiments, we show that the proposed

framework can give significantly higher identification accuracy

for a fixed labeling effort. New standardizations of person iden-

tification experiments have been introduced specifically geared

towards analyzing this aspect. 

. Overview of the proposed approach 

The overall scheme of the proposed approach is shown in Fig. 1 .

iven incoming streaming videos and detected person images,

he proposed framework iteratively choses small sets of informa-

ive images to be labeled by human annotators. These informa-

ive images, called the ‘active samples’ are chosen starting with

ompletely unlabeled pool of detections. The human annotators

ive identities (labels) to the active samples by comparing with

 gallery of already labeled samples (denoted here as ‘Dictionary

f labeled images’). Initially the labeled dictionary is empty and

s incrementally built as more and more data becomes available.
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Fig. 1. System overview. The ‘Representative Selection’ module (shown in the middle of the top row) receives unlabeled images of persons from multiple sensors and selects 

a few informative representatives from them. Next, redundant images inside the samples chosen in this step are removed inside the ‘intra-iteration redundancy reduction’ 

module. Now the active samples or the representatives filtered by this ‘intra-iteration redundancy reduction’ module are presented to the human annotators seeking for 

labels. The labeled samples form a dictionary which is fed to the representative selection framework so that in the next iteration those representatives from the unlabeled 

pool are chosen which are maximally non-redundant with the labeled images in the dictionary. This cycle goes on as new images come from the streaming videos. 
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uch a framework makes the proposed approach suitable for an

nline application scenario where all the data is not available a-

riori and the data comes in batches. At each iteration, new sets

f active samples are chosen by the proposed approach (shown as

he “Representation Selection” block in Fig. 1 ) from the unlabeled

ool to be sent to the human annotators. It should be noted that

n iteration of “active sample” selection does not depend on the

rrival of the batch of input data. 

Next, the redundant images from the chosen representatives are

liminated by forming a hypergraph between the representative

amples and choosing one image per hyperedge of the hypergraph.

his is shown in the block “Intra-iteration Redundancy Reduction”

n Fig. 1 . Overlapping hyperedges in such a hypergraph, contain

mages of very similar looking persons. So images which are mutu-

lly exclusive as well as the images common between the overlap-

ing hyperedges are of utmost importance as labeling them helps

n disambiguation between difficult (similar looking) persons. Now

he active samples filtered by the intra-iteration redundancy re-

uction are presented to the human annotators for labels. These

abeled samples are stacked in a dictionary which has two usages.

s shown in Fig. 1 , these images are fed to the representative se-

ection framework along with the rest of the unlabeled images in

he next iteration. The resulting convex optimization, now, mini-

izes the correlation between the already labeled samples and the

nlabeled samples along with the reconstruction error term. This

ycle goes on until a predefined number of samples are annotated.

The second usage of the labeled dictionary (not shown in the

gure) is for identification of unknown samples in a Sparse Recon-

truction based Classification (SRC) ( Deng et al., 2012; Wright et al.,
009 ) framework where the set of labeled samples work as the

ictionary for the SRC. Assuming that the intra-person variations

f one subject can be approximated by a sparse linear combination

f its labeled images, SRC finds the sparse representation of each

nlabeled test image in terms of the labeled images in the dic-

ionary. The sparse coefficients when grouped by the labels of the

ictionary elements and subsequently normalized give the proba-

ility distribution of the unlabeled test images to be one of the

abeled subjects. 

. Methodology 

In this section, our proposed framework is discussed in details.

irst, we describe the notations that would be used throughout

he rest of the section before providing the problem statement

nd basic formulation for representative selection. Next we will

iscuss how two different types of redundancies as described in,

ection 1 are restricted while choosing the small but informative

et of representatives. We will discuss about the intra-iteration re-

undancy reduction first and then the inter-iteration redundancy

eduction will be detailed. Finally, in this section, we will see the

ptimization strategy to solve the problem. 

.1. Problem statement and notation 

We use boldface uppercase letters ( e.g. , X ) to denote matrices.

 superscript( e.g. , x ( i ) )/subscript( e.g. , x i ) associated with a boldface

owercase letter will denote the corresponding row/column of the

atrix. A boldface lowercase letter will denote a column vector,
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Table 1 

Table with definitions and descriptions of different variables used in the proposed work. 

Variables Descriptions 

Z ∈ R d×n The set of n unlabeled images where each column is a d dimensional vector. ̂ Z 0 ∈ R d×n 0 The set of n 0 labeled images where each column is again a d dimensional vector. This is initially a null matrix. This also serves as the 

labeled dictionary. 

X ∈ R n ×n Unknown selection matrix whose nonzero rows give the indices of the selected representatives in terms of the columns of Z . 

λ1 , λ2 Regularization parameters for the inter-iteration redundancy reduction and the sparsity controlling terms respectively (ref. Eq. (6) ). 

Y The set of unlabeled test images where each column represents the feature vector from each test image. ̂ Y 0 The set of annotated images where each column represents the feature vector from each annotated image. 

C The sparse representation of the set of unlabeled test images Y where each column is n 0 dimensional sparse representation of the 

corresponding columns of Y . 

L The graph Laplacian Matrix ( Luxburg, 2007 ) obtained from a k-nearest neighbor graph of similarities calculated between the columns 

of Y . 

α, β Regularization parameters for the sparse coefficient matrix and the structure preserving term respectively (ref. Eq. (8) ). 

g ( X ) The sum of the reconstruction error and the inter-iteration redundancy reduction terms 
(‖ Z − ZX ‖ 2 F + λ1 ‖ ̂  Z T 0 ZX ‖ 2 F 

)
as defined in 

Eq. (11) . 

∇g ( X ), L g The gradient of g ( X ) and the Lipschitz constant of the gradient respectively. 

p ( C ) The sum of the reconstruction error and the structure preserving terms 
(‖ Y − ̂ Y 0 C ‖ 2 F + βtr ( CLC T ) 

)
in Eq. (8) 

∇p ( C ), L p The gradient of p ( C ) and the Lipschitz constant of the gradient respectively. 
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unless otherwise specified. The ij th element of the matrix X will be

denoted as X ij . tr (.) denotes the trace operator. diag (.) denotes the

diagonal operator which extracts the main diagonal of a matrix. 

We start with a large pool of unlabeled images containing in-

stances of persons from different cameras. This defines the in-

put to the framework. Let at a certain iteration, the features from

n unlabeled images be arranged as columns of the matrix Z =
[ z 1 , z 2 , · · · , z n ] , where z i ∈ R 

d denotes the d dimensional feature

vector from the i th image. We aim to select a sparse set of columns

(say, k number of columns where k � n ) which represents the

whole collection Z . The corresponding images are the output of

the non-redundant representative selection framework which are

labeled by the human annotators. The different variables used to

describe the proposed approach are summarized in Table 1 . 

4.2. Basic formulation 

Finding compact dictionaries ( Aharon et al., 2006; Lee et al.,

2006; Zheng et al., 2011 ) has been studied as a way to represent

data. Such approaches find the dictionary elements by searching

for a set of basis vectors which expresses the data in terms of suf-

ficiently sparse coefficient vectors with respect to the basis vec-

tors. However, the basis vectors i.e. , the elements of the dictionary

hardly coincides with the original data and thus do not serve as

representatives selected from the data itself. To find representa-

tives from the data itself we use the following basic formulation

which defines a combinatorial optimization. This is subsequently

relaxed later after it is suitably constrained by the redundancy re-

striction term. 

min 

D , U 
‖ Z − ZDU ‖ 

2 
F 

s.t. D is n × n diagonal matrix with diag ( D ) ∈ { 0 , 1 } n ×1 
, 

‖ diag ( D ) ‖ 0 = k, and U ∈ R 

n ×n 

(1)

Here, ||.|| F denotes the Frobenius norm of a matrix and ||.|| 0 de-

notes the zero norm of a vector. D is a n × n diagonal matrix with

only 0 or 1 in its diagonal. The � 0 norm of the diagonal of such a

matrix being k signifies that only k of the n diagonal elements are

1, rest are 0. Such a binary diagonal matrix when multiplied with

Z , selects only k columns out of the n columns of Z. U is a full real

matrix with n rows and n columns. While post multiplication of

Z by D selects k columns of Z , further post multiplication of the

product by the full real matrix U linearly combines the selected k

columns of Z so that the resultant matrix ZDU is as close as possi-

ble to the original matrix Z . Here, both D and U are unknown. Lets

denote the product of the two unknowns DU as X . Since D is a di-
gonal matrix with only k 1 ′ s and n − k 0 ′ s in its diagonal and U , in

eneral, is a full matrix, the product X will be matrix whose k rows

ill be non-zero while n − k rows will be all zeros. The indices of

he non-zero rows of X correspond to the indices of 1 ′ s in D which,

n turn, correspond to the selected columns (as representatives) of

 . All these characteristics of such a matrix X can be conveniently

nd succinctly expressed in terms of � 2,0 matrix norm. � 2,0 matrix

orm is the number of non-zero rows of a matrix. So all the con-

traints in Eq. (1) can be written as || X || 2 , 0 = k where X ∈ R 

n ×n .

hus, changing the constraints in terms of � 2,0 norm, we write the

asic formulation in Eq. (1) as follows, 

min 

X 
‖ Z − ZX ‖ 

2 
F 

s.t. X ∈ R 

n ×n 
, ‖ X ‖ 2 , 0 = k 

(2)

The indices of the non-zero rows of X will give the column in-

ices of the selected representatives from Z . 

.3. Reduction of redundancy among chosen representatives 

The representatives selected in this way will suffer from the

act that they will contain images of the same person which,

n turn, will increase the human effort of labeling. At the same

ime, the system will not be adaptive to possible new input data

s it will have less access to new and diverse training data due

o the presence of similar (redundant) samples. As discussed in

ection 1 , images can be redundant among several iterations of

hosen representatives as data continues to come and representa-

ives are chosen in several batches (inter-iteration redundancy). On

he other hand, redundant images within an iteration are termed

s intra-iteration redundant images and these also need to be as

ess as possible to reduce the annotation effort. First, we briefly

iscuss about reducing the intra-iteration redundancy and then we

ill see how the proposed method addresses the inter-iteration

edundancy. 

.3.1. Reduction of intra-iteration redundancy 

We have seen that ZX gives the reconstructed pool of unla-

eled images as a linear combination of the selected representa-

ives where the selected representatives of Z are given by the in-

ices of the non-zero rows of X . There can be repetitive selection

f images resulting in intra-iteration redundancy between the se-

ected representatives. This is reduced by forming a hypergraph

mong the representatives selected by solving Eq. (2) . hypergraphs

 Berge, 1984 ) are a generalization of graphs where one edge can

e connected to any number of nodes. Such an edge is named as

 hyperedge which links a subset of nodes instead of two nodes
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nly as in ordinary graphs. In this sense, an ordinary graph is a

pecial kind of hypergraph. After each iteration, such a hypergraph

s formulated where the nodes of the hypergraph are the chosen

ctive samples in that particular iteration. The hyperedges, created

n the feature space itself, contains the redundant samples. From

he “k × k ” feature similarity matrix, a “k × k ” adjacency matrix

s created using a high threshold of feature similarity. The adja-

ency matrix subsequently gives the ‘ m × k ’ incidence matrix where

 m ’ is the number of hyperedges. Note that such a graph based

lustering has major advantage over popular and simple clustering

ethods e.g. , k-means as the success of k-means depends largely

n the judicious choice of k. Hypergraph based redundancy reduc-

ion depends on the threshold of the similarity score. The role of

he threshold is to create hyperedges so that each hyperedge con-

ains highly similar images. Since, only one image per hyperedge

s given a label (by the annotator), the hyperedges must contain

imilar images with high confidence so that otherwise informative

i.e. non-redundant) samples do not get discarded. This is ensured

y choosing a high value of this threshold, leading to high preci-

ion at the cost of possibly low recall value in finding similar rep-

esentatives inside an iteration. As all the images in each group of

edundant samples are given a single identity, the use of such high

hreshold prevents the model to get updated with wrong labels. 

.3.2. Reduction of inter-iteration redundancy 

Though the formulation in Eq. (2) selects a sparse set of repre-

entative images for labeling, but it is less effective in dealing with

he ‘inter-iteration’ redundancy. Let us denote the set of selected

epresentatives till a certain iteration by ̂  Z 0 which is a matrix of di-

ension d × n 0 containing the features from the already selected

 0 images. Now, Z contains the features from the rest of the unla-

eled images. For convenience let us write the reconstructed fea-

ures from this rest of the unlabeled images ZX as ̂  Z . Without any

oss of generality, let us assume that all the features are made zero

ean. In that case, we show below that || ̂  Z 

T 
0 ̂

 Z || 2 
F 

expresses the cor-

elation between the already selected images and the rest. This is

ecause, 

| ̂  Z 

T 
0 ̂

 Z || 2 F = 

n 0 ∑ 

i =1 

n −n 0 ∑ 

j=1 

[(̂ Z 

T 
0 ̂

 Z 

)
i j 

]2 = 

n 0 ∑ 

i =1 

n −n 0 ∑ 

j=1 

[
( ̂  z 0 ) 

T 
i ̂

 z j 
]2 

= 

n 0 ∑ 

i =1 

n −n 0 ∑ 

j=1 

d 2 σ 2 
i σ

2 
j ρ

2 
i j (3) 

here σ i denotes the standard deviation of the features of the i th 

mage in ̂

 Z 0 and likewise σ j denotes the standard deviation for the

 

th image in 

̂ Z . ρ ij denotes the correlation coefficient between the

eatures of the i th image in ̂

 Z 0 and the j th image in ̂

 Z . The last line

n Eq. (3) is due to the fact that all the columns of both 

̂ Z 0 and
 

 have been converted to zero means. From this, it can be seen

hat minimizing || ̂  Z 

T 
0 ̂

 Z || 2 
F 

prefers to select the columns of Z which

re less correlated to the images in 

̂ Z 0 . So, adding || ̂  Z 

T 
0 ̂

 Z || 2 F ( i.e. ,

 ̂

 Z 

T 
0 ZX ‖ 2 F ) as a regularizer to Eq. (2) makes sure that a sparse set

f images non-redundant with previously selected representatives

re obtained. Using a regularization parameter λ1 the problem can

ow be written as, 

min 

X 
‖ Z − ZX ‖ 

2 
F + λ1 ‖ ̂

 Z 

T 
0 ZX ‖ 

2 
F 

s.t. X ∈ R 

n ×n 
, ‖ X ‖ 2 , 0 = k 

(4) 

In Eq. (4) , the first term of the cost function minimizes the re-

onstruction error of the feature from each image when the recon-

truction is done as a linear combination of features from the se-

ected representative images. The second term minimizes the cor-

elation between the selected representatives and the previously

elected ones. The constraint on � 2,0 norm of || X || implies that only
 rows of it will be non-zero. In a nutshell, the nonzero rows of X

orrespond to those columns of Z which represent the whole un-

abeled pool Z with minimal overlap with the previously selected

epresentatives. 

Relaxation of the constraints: Eq. (4) is NP-hard and can be

ighly computationally expensive even for moderate values of k

nd n . We need to relax the optimization problem in Eq. (4) to

ake it a convex optimization problem as the � 2,0 norm is non-

onvex. Following the common strategy of 1-norm relaxation for

-norms, we employ ||.|| 2,1 norm in place of the � 2,0 norm and re-

ormulate the problem as, 

min 

X ∈ R 

n ×n 
‖ Z − ZX ‖ 

2 
F + λ1 ‖ ̂

 Z 

T 
0 ZX ‖ 

2 
F 

s.t. ‖ X ‖ 2 , 1 ≤ k 
(5) 

Overall optimization problem: Using Lagrange multipliers, the 

verall optimization problem from Eq. (5) can be written as, 

in 

X 
‖ Z − ZX ‖ 

2 
F + λ1 ‖ ̂

 Z 

T 
0 ZX ‖ 

2 
F + λ2 ‖ X ‖ 2 , 1 (6) 

here, λ1 and λ2 are the two regularization parameters. The in-

uts to the optimization problem are the unlabeled images Z and

he labeled images ̂ Z 0 while the output is the selection matrix X

hose non-zero row indices provide the representative images to

e labeled. After labeling, the annotated samples are inducted into

he dictionary as dictionary elements and the identification proba-

ility of the test images are obtained by finding sparse representa-

ions of the test samples with respect to the dictionary according

o the formulation described next. 

The conversion of the constrained optimization problem to the

orresponding unconstrained problem as in Eq. (6) , employing La-

range multipliers brings in independence from k . That is, the

umber of non-zero rows may not be exactly k . Following standard

ractice in literature ( Cong et al., 2012; Elhamifar et al., 2012b ) we

hoose the top k rows in terms of their 2 norms when the num-

er of non-zero rows of X is greater than k . For the case when this

umber is less than k , all the non-zero rows are taken. The repre-

entatives are chosen from the corresponding columns of Z . 

.4. Classification and online update 

The chosen samples are annotated by the human annotators

nd the annotated samples form the dictionary elements. The dic-

ionary is used to find the probability of the test samples via find-

ng the sparse representations of the test samples. The active sam-

les are obtained by solving Eq. (6) . Once the active samples are

nnotated, the sparse classification dictionary can be formed of any

eatures extracted of these annotated samples. 

Using ̂  Y 0 and Y to denote features extracted from the annotated

epresentatives and the test samples, the sparse representation of

 can be found by minimizing the following. 

in 

C 
|| Y − ̂ Y 0 C || 2 F + α|| C || 1 (7)

deally a test image is reconstructed from a linear combination of

abled samples from the same class as that of the test sample.

he sparsity condition makes sure that training samples from other

lasses appear as infrequently as possible in the reconstruction of

he test image. Seeking the sparsest representation, therefore, dis-

riminates between the various classes of test samples and the

parse coefficients (when normalized) provide the probability of

he test sample to belong to that class. However, the overcomplete

ature of the dictionary can give rise to loss in structure of the

ata. Similar features may be encoded by different sparse codes

iving rise to entirely different probability distribution for samples

f same class ( Qiu et al., 2011 ). 
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To increase the robustness of a sparse code based classifier,

graph Laplacian has been used ( Gao et al., 2013; Zheng et al., 2011 ).

After incorporating the structure preserving regularizer in Eq. (7) ,

the sparse classifier can be written as, 

min 

C 
‖ Y − ̂ Y 0 C ‖ 

2 
F + α‖ C ‖ 1 + β tr 

(
CLC 

T 
)

(8)

where L is the graph Laplacian ( Luxburg, 2007 ) obtained from a

k-nearest neighbor graph of similarities calculated between the

columns of Y . Here, α and β are regularization parameters. Using

such a sparsity based strategy we are able to update the classifier

online simply by incorporating the labeled images in any iteration

to the already existing dictionary. Unlike the discriminative clas-

sifiers this involves no expensive training phase and thus online

update of the classification model is not an overhead with large

number of classes. 

4.5. Optimization 

Here we state the optimization strategy to solve the two con-

vex optimization problems (Eqs. (6) and (8) ). Both the equations

involve convex but non-smooth terms which require special atten-

tion. Proximal methods are specifically tailored towards it. These

methods have drawn increasing attention in the machine learning

community because of their fast convergence rates. They find the

minimum of a cost function of the form g(X ) + h (X ) where g is

convex, differentiable but h is closed, convex and non-smooth. We

use fast proximal algorithm, FISTA ( Beck and Teboulle, 2009 ) which

maintains two variables in each iteration and combines them to

find the solution. New value of the variable, in each iteration is

computed by computing the proximal operator of h on a function

of the gradient of g . (ref Eq. (10) ). The proximal operator of h ( X ),

denoted as Prox h ( X ) is computed as, 

Prox h (X ) = argmin 

U 

(
h (U ) + 

1 

2 

|| U − X || 2 
)

(9)

where, the domain of U is the set of real matrices with same di-

mension as X . The FISTA algorithm can be summarized by the fol-

lowing two steps after choosing any initial X 

(0) = X 

(−1) (the super-

scripts, here, denote the iteration number of FISTA). 

Step I: Y = X 

(k −1) + 

k −2 
k −1 

(
X 

(k −1) − X 

(k −2) 
)

Step II: X 

(k ) = Prox t k h (Y − t k ∇g(Y )) 
(10)

where, k is the iteration index (of FISTA) and t k is the step size

parameter. 

Gradients and Lipschitz’s constants: In Eq. (6) , the reconstruc-

tion error and the inter-iteration redundancy reduction terms are

convex, smooth, differentiable functions with Lipschitz continuous

gradients. Let us denote the sum of these two terms as g ( X ) i.e. , 

g ( X ) = ‖ Z − ZX ‖ 

2 
F + λ1 ‖ ̂

 Z 

T 
0 ZX ‖ 

2 
F (11)

The gradient ∇g ( X ) and the Lipschitz constant L g of the gradient

are given by, 

∇g ( X ) = 2 

(
−Z 

T Z + Z 

T ZX + λ1 Z 

T ̂ Z 0 ̂
 Z 

T 
0 ZX 

)
L g = 2 

(‖ Z 

T Z ‖ 

2 
F + λ1 ‖ Z 

T ̂ Z 0 ̂
 Z 

T 
0 Z ‖ 

2 
F 

) (12)

Similarly, the reconstruction error and the structure preserving

terms in Eq. (8) , are convex, smooth and differentiable functions

of C . Denoting ‖ Y − ̂ Y 0 C ‖ 2 F + βtr ( CLC 

T ) as p ( C ), the gradient ∇p ( C )

and the Lipschitz constant L p of the gradient are given by, 

∇p ( C ) = 2 

(
−̂ Y 

T 
0 Y + ̂

 Y 

T 
0 ̂

 Y 0 C + βCL 
)

L p = 2 

(‖ ̂

 Y 

T 
0 ̂

 Y 0 ‖ 

2 
F + β‖ L ‖ 

2 
F 

) (13)

Proximal operators: The sparsity inducing � 2,1 norm (in Eq. 6 )

and the � 1 norm (in Eq. 8 ) both are convex but non-smooth func-

tions of their respective variables. Let us denote the non-smooth
erms as h ( X ) and q ( C ) respectively, i.e. , λ2 || X || 2 , 1 = h (X ) and

|| C || 1 = q (C ) . The corresponding proximal operators for these two

on-smooth functions are given by, 

rox h (X ) = 

(
1 − λ2 

|| X 

(i ) || 2 
)

+ 
X 

(i ) (14)

rox q (C ) = 

(
1 − α

| C i j | 
)

+ 
C i j (15)

here i and j denote the row and column numbers with (x ) + �
ax (x, 0) . Taking a fixed step size t k equal to the inverse of the re-

pective Lipschitz constants, the convergence rate of FISTA is pro-

ortional to 1 
k 2 

, in contrast to 1 √ 

k 
in subgradient based methods

here k denotes the iteration number. The overall iterative frame-

ork towards online and interactive person identification using the

radients, Lipschitz constants and the proximal operators is pre-

ented in Algorithm 1 . 

lgorithm 1 Overall Framework. 

Active Training: 

Input: Data: Unlabeled images Z , Parameters: λ1 , λ2 , T (# of it-

erations) 

Output: Representatives for labeling ̂  Z 0 ̂ Z 0 ← φ (null set), 

for i ← 1 to T do 

X ← solution of Eq. (6) by FISTA ( Eqs. 10 and 14 ) using gra-

dient ∇g(X ) and Lipschitz constant L g ( Eq. 12 ) 

Z s ← columns of Z corresponding to non-zero rows of X ̂ Z 0 ← ̂

 Z 0 ∪ Z s , Z ← Z \ Z s 

end for 

Test: 

Input: Data: Y , ̂  Y 0 , Parameters: α, β
Output: Sparse coefficient matrix C 

Compute L from Y (ref. Section 4.3.1 ) 

C ← solution of Eq. (8) by FISTA ( Eqs. 10 and 15 ) using gradient

∇p(C ) and Lipschitz constant L p ( Eq. 13 ) 

. Experiments 

This section gives details about the different experimental sce-

arios with specific objectives and experimental results validating

ur proposed approach. We start with a description of the feature

et followed by describing the experimental scenarios and then

iscussion of the results. 

Feature extraction: Mean color feature (HSV) is used follow-

ng the scheme in Hirzer et al. (2012) . Since the images are from

ifferent cameras, the features can vary a lot due to the changes

f several factors including but not limited to scale, illumination,

epth etc . However, for a single person as the features are com-

ng from the same person irrespective of the camera, it is reason-

ble to assume that the features from the same person are close

o each other in some underlying joint manifold. This directed us

o find a low dimensional manifold out of the features from the

nlabeled pool of images. On the other hand, sparse representative

election methods have a tendency to select redundant representa-

ives since they fail to capture the locality and correlations present

n the original data ( Chennubhotla and Jepson, 2001; Elhamifar

t al., 2012b ). To achieve this, we use a t-SNE ( der Maaten and

inton, 2008 ) dimensionality reduction technique to preserve the

ata correlations ( Chennubhotla and Jepson, 2001 ), before a sparse

epresentative selection method is applied. t-SNE projects the ap-

earance features extracted from the unlabeled pool of images to
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 low dimensional manifold prior to employing Eq. (6) . For exper-

mentation purposes, we apply t-SNE on the whole unlabeled data

t once to project it into a low dimensional space before the active

ample selection. However, out-of-sample-extension ideas ( Strange

nd Zwiggelaar, 2011 ) can also be used to find the low dimensional

oordinate of the new incoming samples in an online manner. It

hould be noted that use of t-SNE is completely independent of

he SRC as t-SNE mapped features are only used for active sample

election (ref. Eq. (6) ). Once the representatives are selected and

nnotated, the SRC takes the original features of the active sam-

les as to form the dictionary. 

Experiment design: The experiments are designed keeping the

ollowing two main objectives in mind. 

Objective 1: First of all, we will analyze how the proposed

ramework helps in getting better identification performance (in

erms of recognition/identification accuracy) by choosing a sparse

et of informative samples for annotation. For this purpose we will

ompare the identification accuracy vs the number of images la-

eled, with the following baseline. The baseline assumes that the

epresentatives are chosen randomly for labeling and the classifier

sed for test is SRC. Since, discriminative classifiers like SVM or

andom forests are required to train from scratch each time new

amples are annotated, we do not use them in our online setting. 

We also compared with a state-of-the-art representative selec-

ion framework - Sparse Modeling Representative Selection (SMRS)

 Elhamifar et al., 2012b ) which does not consider redundancy

mong chosen representatives. Note that, in addition to the use

f mid-level attributes (ref. Section 2 ), the experimental setting

nd performance metric (Cumulative Count Characteristic) in Das

t al. (2015) are also different. The annotation effort in Das et al.

2015) is measured in terms of how many binary match/non-match 

uestions needs to be answered to get the images labeled. The

se of such performance metric in Das et al. (2015) does not al-

ow a direct comparison with the proposed method which employs

 more traditional performance measure (recognition accuracy vs

ercentage of images labeled). 

While comparing with the baselines shows the significance of

nformative representative selection over random selection for ac-

ive labeling, the comparison with SMRS shows the role of redun-

ancy reduction in the online setting. For this purpose, we con-

ucted experiments starting with unlabeled images with both bal-

nced and imbalanced distributions of images per person. Balanced

nd imbalanced scenarios are described in detail in Section 5.1 . 

Objective 2: The next objective is to study the scalability of the

pproach with a dataset containing a large number of persons. The

ataset considered here is an order of magnitude larger than in

he above objective with respect to the number of people. The per-

ormance measures and comparison baselines for this case are the

ame as in Objective 1. 

There are lots of datasets that can be used to evaluate the

roposed method for the said objectives. However, some of these

atasets ( e.g. , VIPER, GRID) contain too few images per person to

orm disjoint train and test sets in an online scenario. We chose to

xperiment with three benchmark datasets - WARD ( Martinel and

icheloni, 2012 ), iLIDS-VID ( Wang et al., 2014 ), and CAVIAR4REID

 Cheng et al., 2011 ) as they contain a lot of persons with several

mages per person giving the opportunity to show performance

mprovement in an incremental manner as more and more unla-

eled data are annotated. 

Experimental setup: 

• Images have been normalized to 128 × 64 to be consistent with

the state-of-the-art person re-identification methods. 
• After segmenting the images into three salient regions (head,

torso and legs) ( Bazzani et al., 2012 ), mean color feature (HSV)

is generated following the scheme in Hirzer et al. (2012) . The
head region is discarded, as it consists of a few and less infor-

mative pixels. Each bodypart, is divided into blocks of size 8

× 16 and the blocks are overlapping by 50% in horizontal and

vertical directions. 
• The regularization parameter λ2 is taken as λ0 / γ where λ0 is

computed from the data ( Elhamifar et al., 2012a ) and γ is taken

as 2.5 throughout. For the other parameters, following values

were used throughout, α = 0 . 2 and β = 0 . 3 . For both WARD

and CAVIAR4REID, λ1 is taken as 2. Since the number of peo-

ple and images is more in iLIDS-VID, redundant examples are

abundant compared to the other two datasets and thus λ1 is

taken as 10. 
• The dimension of the joint manifold has been taken as 10

throughout. 
• We ran all the experiments with 5 independent trials and re-

port the average results. For each trial a unlabeled pool and a

separate disjoint test set were created randomly. 
• As mentioned in Section 4.3.1 , the threshold for intra-iteration

redundancy reduction needs to be high so that only very simi-

lar samples qualify as redundant images inside the hypergraph.

The value was taken as 0.8 in the scale of similarity scores be-

tween 0 and 1. To compare fairly, the intra-iteration redundancy

reduction step was applied to random selections too with same

threshold value. 
• The proposed framework, generally, chooses different number

of samples for labeling in each iteration for different unlabeled

pool. As a result, for different test sets, the accuracy may not be

obtained for the same number of images labeled. So we used

spline interpolation to get the accuracies for the same number

of labeled image. For each experiment, the average accuracy vs

labeled images plots were calculated taking the mean of this

interpolated plots. To show the robustness of the methods, we

also show the corresponding ± standard deviation values of the

accuracies too. 

.1. WARD dataset 

The WARD dataset ( Martinel and Micheloni, 2012 ) has 4786 im-

ges of 70 different people acquired in a real surveillance scenario

n 3 non-overlapping cameras. It has large illumination variation

long with resolution and pose changes. This dataset is used to

how the performance of the proposed framework starting with a

alanced and an imbalanced pool of unlabeled images as two sep-

rate scenarios. By ‘balanced’ we mean that the pool is composed

n such a way that each person has equal number of images per

amera. Though, in reality, such a perfectly balanced distribution

f data is hard to come by, we conducted the experiments on such

 balanced scenario to show that the proposed method performs

ell in such a scenario too. For this dataset 2 random images per

erson per camera was chosen to form such a balanced pool. The

mbalanced pool was formed such that 20% of the persons ( i.e. , 14)

ave 10 images, 50% persons ( i.e. , 35) have 4 images and 30% per-

ons ( i.e. , 21) have 2 images per camera. The test set for both the

ases is composed of 2 images per person per camera. 

Fig. 2 (a) and (b) show the comparative analysis of the test set

ccuracies as a function of the number of images labeled (as a per-

entage of the number of starting unlabeled images). While the

lots show the mean accuracy over 5 independent trials the ver-

ical bars in each of the plot denote the corresponding standard

eviation of the accuracy values around the mean. In the balanced

cenario, the number of images in the unlabeled pool to start with

s 420 ( 70 × 2 × 3 ) and the accuracies are shown till around 70%

f the images are labeled. For the imbalanced scenario the num-

er of images in the starting pool is 966 and accuracies are shown

ill around 50% of the images are labeled in Fig. 2 (b). For random

election baseline in the balanced scenario, 21 random images (5%
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Fig. 2. Plot of testset accuracy (average) with the percentage of images labeled for the WARD dataset. Fig. (a), (b) show the performances for balanced and imbalanced set 

of unlabeled pools respectively. 
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of 420 unlabeled images) are chosen for annotation in each itera-

tion. In the imbalanced scenario, the number is 100 (10% of 966

unlabeled images and then rounded to nearest greater multiple of

10). 

Analysis of the results: For both the balanced and the im-

balanced data distribution, interesting observations can be made

when performances of the three scenarios (viz. Baseline, SMRS and

proposed method) are compared. In the plots the acronym ‘BL’

is used in place of ‘Baseline’. For the balanced scenario, it can

be seen that the three methods perform pretty closely. Though

SMRS and the baseline follow each other very closely, the base-

line is more uncertain than both the representative selection based

methods with or without considering redundancy. This is shown

by higher values of standard deviations for the baseline. The su-

periority of the proposed method over SMRS can be observed in

the more practical scenario when the data distribution is imbal-

anced ( Fig. 2 (b)). Starting with lower recognition accuracy than

both SMRS and the baseline, the proposed method surpasses SMRS

when around 29% images are annotated while it surpasses the

baseline when around 35% images are annotated. With 57% anno-

tated data, the performance of the proposed method is better than

the next best (SMRS) by around 7.5%. 

When compared between the balanced and imbalanced scenar-

ios, the uncertainty for all the methods are seen to be more for

the imbalanced pool. The imbalance in data distribution is, thus,

seen to affect all the methods but the relatively large value of the

error bars for the baseline method where random selection of im-

ages are made, shows that imbalance affects the proposed method

less than it affects the random selection. This is due to the rea-

son that, in random representative selection, the samples are se-

lected for annotation following a similar imbalanced distribution

as the original pool. On the other hand, the proposed method ju-

diciously selects a diverse set of samples to negate the effect of

imbalance in the data. This can be seen more precisely in Fig. 3

where the three bars represent the number of samples per person

in the starting imbalanced pool (black), in the annotated sets with

proposed framework (red) and random selection (green) after 25%

of the unlabeled images are chosen by these two methods for la-

beling. The horizontal axis shows the person IDs. The distribution

of images for annotation is seen to roughly follow the same distri-

s  
ution as that of the pool for the random selection while that is

ot the case for the proposed framework. For example, person 68

nd 9 look very similar and the proposed method chooses more

umber of images for both of them as they can create confusion

han say, person 66 who looks markedly different. This is done ir-

espective of the original distribution of the unlabeled pool. 

.2. CAVIAR4Reid dataset 

This dataset ( Cheng et al., 2011 ) contains images of pedestri-

ns extracted from the CAVIAR repository. It is composed of im-

ges of 50 pedestrians viewed by two disjoint cameras. The chal-

enges in this dataset involve a broad change in the image reso-

ution from 17 × 39 to 72 × 144 with severe pose variations, il-

umination changes and occlusion. In terms of number of persons

nd cameras the dataset is of the scale as the WARD dataset. The

alanced pool, the imbalanced pool and the test pool are com-

osed exactly same as done in WARD dataset. This means that the

tarting pool of unlabeled images consists of 200 (50 × 2 × 2) and

60 (10 × 10 × 2 + 25 × 4 × 2 + 15 × 2 × 2) Fig. 4 (a) and (b) show

he comparative analysis of the test set accuracies for this dataset

s a function of the number of images labeled for the balanced and

mbalanced set of unlabeled pools. 

Analysis of the results: For both the scenarios, the trend is

imilar to WARD. For the balanced scenario, SMRS starts at the top

ut as new data arrives and thus the chance of redundant images

ecomes more plausible, the performance falls behind the other

wo. The random baseline and the proposed method perform quite

imilarly reaching 26.75% when 70% of the unlabeled pool is an-

otated which is around 1.79% higher than the SMRS at the same

oint. Similar to the WARD dataset, the proficiency of the proposed

ethod is pronounced in the more practical imbalanced scenario.

he recognition accuracy is the highest among the three reaching

 value of 31.83% compared to 30.78% and 29.59% for SMRS and

he random baseline respectively when 60% of the unlabeled pool

s annotated. 

.3. I-LIDS-VID dataset 

iLIDS-VID ( Wang et al., 2014 ) is a recently introduced per-

on re-identification dataset. This dataset consists of images from
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Fig. 3. Imbalanced pool of unlabeled images. The three bars for each person (Id of the person is in the horizontal axis) give the number of images of that person in the 

starting unlabeled pool (black), in the annotated sets with proposed framework (red) and random selection (green). This snapshot is given after 25% of the images in the 

imbalanced pool are labeled for each of the methods. See text ( Section 5.1 ) for a detailed analysis of this figure. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 
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Fig. 4. Plot of testset accuracy (average) with the percentage of images labeled for the CAVIAR4REID dataset. Fig. (a), (b) show the performances for balanced and imbalanced 

set of unlabeled pools respectively. 
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i  

p  
00 people at an airport arrival hall captured through 2 non-

verlapping cameras. Apart from the typical challenges in person

e-identification e.g. , clothing similarities, clutter, lighting varia-

ions etc. , one significant challenge in this dataset is the large num-

er of people to be re-identified. Following the same convention

ith the previous two datasets, here also we experiment in two

cenarios - balanced and imbalanced data distributions. The com-

osition of unlabeled pool for both the scenarios are exactly same

s the WARD or the CAVIAR4REID dataset. However, due to the

resence of more number of persons, the number of unlabeled im-

ges are much more than both of them. For example, the num-

ers are 1200 for the balanced scenario and 2760 for the imbal-

nced scenario compared to 420 and 966 respectively for WARD.

he test set for this dataset also is composed of 2 images per per-
on per camera. Fig. 5 (a) and (b) show the comparative analysis of

he test set accuracies for this dataset as a function of the num-

er of images labeled for the balanced and imbalanced set of un-

abeled pools. The accuracies are shown till 70% of the images in

he unlabeled pool are labeled for the balanced scenario while for

he imbalanced scenario accuracies are shown till around 50% of

he images in the unlabeled pool are labeled. For random selection

aseline in the balanced scenario, 120 random images (10% of 1200

nlabeled images ) are chosen for annotation in each iteration. In

he imbalanced scenario, the number is 280 (10% of 2760 and then

ounded to nearest greater multiple of 10). 

Analysis of the results: For all the three methods, the trend

s similar to that seen in WARD or CAVIAR4REID. When com-

ared to the results of these two datasets, for both the scenar-
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Fig. 5. Plot of testset accuracy (average) with the number of images labeled for the i-LIDS-VID dataset. Fig. (a), (b) show the performances for balanced and imbalanced set 

of unlabeled pools respectively. 
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f  
ios, the accuracies with same percentage of labeled images are

less for all these three methods. For example the accuracies of

the proposed method, SMRS and the baseline in the balanced sce-

nario are 51.79%, 50.58% and 50.52% respectively for the i-LIDS-VID

dataset with 70% labeled images compared to 55.67%, 56.75% and

56.44% for the WARD dataset and 26.75%, 24.96% and 26.75% for

the CAVIAR4REID dataset at the same percentage of labeled im-

ages. This is due to the increased variability present in the i-LIDS-

ID dataset with increased number of persons. Fig. 5 (b) shows the

comparison for the imbalanced scenario involving a lot more di-

verse and repetitive data. The proposed method always performs

better than the SMRS in this difficult dataset in this challenging

scenario. Starting with lower recognition accuracy than the base-

line, the proposed method surpasses the baseline when around

35.5% images are annotated. With 50.72% annotated data, the per-

formance of the proposed method is better than the next best

(baseline) by around 4.33%. 

For the imbalanced data distribution, the uncertainty is more

in case of the random selection baseline than both the representa-

tive selection based strategies (proposed and SMRS) with or with-

out considering redundancy. This is seen by the larger value of

the standard deviations for the baseline. For the case when the

data distribution is balanced, the proposed method is at par to all

the above methods. Thus considering both the measures of per-

formance (average as a measure of central tendency and standard

deviation as a measure of variation) for the more practical scenario

of imbalanced data, the proposed method is more robust than all

the baselines as well as the representative selection based method

but with no redundancy reduction term. 

With the introduction of data-driven deep frameworks ( Wang

et al., 2016; Zhang et al., 2016 ), it becomes easier to see that for

the same algorithm, a dataset which has access to more annota-

tions gives better performance. For example, in Wang et al. (2016) ;

Zhang et al. (2016) we see a performance boost ranging from

10% − 30% when the same method is applied to datasets (CUHK01

Li and Wang, 2013 , CUHK03 Li et al., 2014 , Market1501 Zheng

et al., 2015 ) where there are far more training images compared to

datasets with lesser number of training images (VIPeR Gray et al.,

2007 ). The humongous amount of human involvement in annotat-

ing the training data can make such data-driven approaches im-
 o  
ractical if effort s are not made to reduce the human effort with-

ut compromising the system performance much. Instead of an-

otating blindly a large number of persons, our approach helps in

he cause by judiciously focusing on a few informative samples to

nnotate. Our experiments show that such a policy gets better per-

ormance at the cost of less annotation. 

.4. Discussion about the results 

Using the WARD ( Section 5.1 ), CAVIAR4REID ( Section 5.2 ) and i-

IDS-VID ( Section 5.3 ) datasets, we have shown that the proposed

ethod needs less samples to be labeled to attain same accuracy.

he effect is more pronounced in the imbalanced scenario where

edundant samples are plenty. This is clearly seen more towards

he right in Figs. 2 (b), 4 (b) and 5 (b) where the proposed method

utperforms the others when it matters the most i.e. , when after

 few iterations redundant samples come more frequently. In i-

IDS-VID, the number of persons is comparatively more than the

ARD or the CAVIAR4REID dataset which makes it easy to show

he need for the redundancy reduction strategy as SMRS (where

he redundancy reduction module is not there) is consistently be-

ow the proposed method. The reason is that with more people

omes more variability and thus redundancy in images may appear

ven if less number of images are labeled. Thus two very different

cales of these datasets helped us to show the effect of redundancy

ith more people as well as more labels. 

. Conclusions 

In this work, we addressed the problem of creating a gallery

f persons in an active learning set up with two different goals

 reducing the labeling effort in presence of huge inflow of data

nd updating the model continuously so that it becomes adaptive

o the changing dynamics of the data. In doing so, a convex opti-

ization based framework is proposed that progressively and judi-

iously chooses sparse and non-redundant set of samples for label-

ng. A SRC classifier is used for online updation of the model. Ex-

eriments on three publicly available benchmark datasets are per-

ormed to validate the proposed approach. The future directions of

ur research will be to apply the framework to bigger networks
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