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Performance Comparison of Some Scheduling Algorithms

In this assignment, you compare the performance of FCFS (First-Come-First-Serve) scheduling with that of
RR (Round-Robin) scheduling, and also the effect of the time quantum ¢ on the performance of RR
scheduling. You deal with the case of a single CPU. FCFS scheduling can be considered as a special case of
RR scheduling with ¢ = oo, so you only work on RR scheduling, and specify ¢ as a parameter. You do not
deal with real processes, but simulate the behavior of the CPU on processes with random behavior.

The details of the processes are stored in a text file proc.txt. The file starts with the number n of processes
that you are going to deal with. Each of the remaining » lines in the file stores the following information
about a process. The lines may appear in any sequence (not necessarily sorted by IDs or arrival times).

ID ARRIVAL TIME CpPU, 10, CPU, 10, ... CPU, -1

Each process is given a unique integer ID (you may think of this as the PID of the process). This is followed
by the time when the process arrives (a non-negative integer). This is followed by a sequence of alternate
CPU- and IO-burst times (positive integers). The list ends with —1 as an IO-burst time indicating the end of
the process. Assume that all times are in milliseconds. In reality, the burst times are not known beforehand,
but you deal with the performance of the scheduling algorithms on the given processes, so assume that these
burst times are exact. You are not required to implement SJF scheduling, so whether or not you can estimate
burst times is not a concern to this assignment.

A process-generator program is supplied to you as genproc.c. Compile and run the code with n (number of
processes) as an optional command-line argument. Without this argument, n = 100 is taken. This generates
data for n processes with the following randomly chosen parameters.

Process type  Probability CPU burst time 10 burst time  # CPU bursts  # 10 burst
10-bound 90% 1-15 50-200 4-10 3-9
CPU-bound 10% 100 —300 50 -200 3-7 2-6

Each process is assumed to start and end with CPU bursts, so the number of 10 bursts is one less than the
number of CPU bursts. You may use these statistics to determine your array sizes.

Part 1: Read the input file

Define a structure to store the information about the processes. Each process requires storage for the ID, the
arrival time, the number of bursts, and the burst times. In addition, you store additional information (like
state of the process, which burst it is in, and so on) as needed by the simulation. It is your choice whatever
you need to store in each process record. Read proc.txt, and populate an array of process-info structures. The
queues to be used in the simulation will consist only of indices in this array (and nothing else). In essence,
each entry in the process-info array behaves like the PCB of a process.



Part 2: Data structure for the Ready Queue

For both FCFS and RR scheduling, the ready queue is implemented as a FIFO queue. Design a data structure
to perform the init, front, enqueue, dequeue (and other operations) on a FIFO queue. Each element in the
queue will be an index identifying the process in the process-info table. So it will be a queue of integers.
Make your own queue implementation.

Part 3: Handling the events [Discrete-event system simulation]

Your simulation neither creates any of the n processes nor runs the process on any CPU. On the contrary,
your program assumes that the processes behave as stored in the process-info array, and schedules the
processes on an imaginary CPU. In order to do so, you need to handle events chronologically starting at time
0. An event in the simulation is an incident that occurs at a particular time and that changes the configuration
of the simulated system. In particular, you need to handle the following events.

*  Arrival of a new process

* End of a process

* End of the use of CPU (after timeout or CPU-burst end)
* Rearrival of a process after IO completion

These events must be handled in a non-decreasing order of the times when they happen. A min-priority
queue is used for that purpose, and is called the event queue. Like the ready queue, the elements of the queue
are integers which are indices in the process-info table. At the beginning of the simulation, only the # arrival
times of the processes are known. The event queue should be initialized by these » arrivals. Later, when the
simulation proceeds, the exact times of the other types of events will be calculated, and inserted in the event
queue. The first ordering parameter for the even queue is the times of occurrences of the events. For multiple
events happening at the same time (like two processes complete IO and a new process arrives at the same
time), some tie-breaking policies are to be used. In respect of the joining of a process to the ready queue, the
following ordering is to be maintained:

Arrival (for the first time or after IO completion) < CPU timeout

Ties are possible even with this ordering. Give precedence to smaller IDs to break the ties. For example,
suppose that a process with ID j arrives at the same time when a process with ID i completes an 10 burst. If
we have i <j, then the IO-completion event will appear earlier in the event queue than the new-arrival event.

In order to handle the next event, extract the first element from the event queue. Set the current time to the
time of the event. Depending on the type of the event, do the following.

Arrival of a process for the first time or after IO completion: Put the process at the back of the
ready queue.

CPU burst ends: Check whether this was the last CPU burst of the process. If so, print that the
process exits, and also the following performance measures pertaining to that process.

*  Turnaround time
*  Turnaround time as a percentage of running time (total CPU + 10O burst times)
*  Wait time (turnaround time — running time)

Otherwise (that is, the process has more bursts to do), the next burst of the process will be an 10
burst. Add the time of that 10 burst to the current time. Insert the (re)arrival event of that process
after IO completion, to the event queue.

CPU timeout: The current CPU burst is preempted, that is, more time is needed to complete the
current CPU burst, so insert the process at the back of the ready queue.



After handling each event, check whether the CPU is free. If so, and if the ready queue is not empty,
schedule the process at the front of the ready queue for the next time quantum ¢ or for the rest of the next
CPU burst time (whichever is smaller).

Eventually, all the n processes completes all the bursts, and the event queue becomes empty. Stop the
simulation at that point.

Make your own array-based implementation of the event queue as a (binary) min-heap.

Part 4: Performance figures

Print the per-process performance figures as explained in Part 3. In addition, print the following aggregate
information after the simulation stops.

e Average wait time of a process

* Total turnaround time (simulation end time — simulation start time (0))

* Total idle time of the CPU in the simulation interval (total turnaround time)
*  Percentage utilization of the CPU during the simulation interval

Part 5: main() function

In your main() function, call the scheduler for ¢ = o (a large integer like 10°) to simulate FCFS scheduling.
Then make two other calls of the scheduler to simulate RR scheduling with ¢ = 10 and g = 5.

Part 6: Verbose/Concise output

The default behavior of your code would be to print only the per-process and aggregate performance figures.
Enable verbose output by a compile-time flag VERBOSE. In the verbose mode, print all individual events
(arrival/rearrival, departure, CPU end, scheduling decision). The printing format will be specified at the end.

Makefile

You may use the following makefile.

compile: schedule.c
gcc -Wall -o schedule schedule.c

run: compile
./schedule

vcompile: schedule.c
gcc -Wall -o schedule -DVERBOSE schedule.c

vrun: vcompile
./schedule

db: genproc.c
gcc -Wall -o genproc genproc.c

clean:
-rm -f genproc schedule proc.txt

Submit a single file schedule.c.
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Sample Output (without the VERBOSE flag)

*%%% FCFS Scheduling *¥**
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CPU idle time = 2752

CPU utilization = 56.37%
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*%%% RR Scheduling with q = 10 ****
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Average wait time = 56.80
Total turnaround time = 6383

CPU idle time = 2827

CPU utilization = 55.71%
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CPU idle time = 2824

CPU utilization = 55.74%
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Sample Output (with the VERBOSE flag)

**%% RR Scheduling with q = 10 ****

0

0

0
10
10
11
91
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105
126
126
134
234
234
242
278
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288
326
326
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6316
6316
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6356
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6366
6366
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: Starting

: Process 1 joins ready queue upon arrival

: Process 1 is scheduled to run for time 10

: Process 1 joins ready queue after timeout

: Process 1 is scheduled to run for time 1

: CPU goes idle

: Process 2 joins ready queue upon arrival

: Process 2 is scheduled to run for time 10

: Process 2 joins ready queue after timeout

: Process 2 is scheduled to run for time 4

: CPU goes idle

: Process 1 joins ready queue after IO completion
: Process 1 is scheduled to run for time 8

: CPU goes idle

: Process 2 joins ready queue after IO completion
: Process 2 is scheduled to run for time 8

: CPU goes idle

: Process 1 joins ready queue after IO completion
: Process 1 is scheduled to run for time 10

: CPU goes idle

: Process 2 joins ready queue after IO completion
: Process 2 is scheduled to run for time 2

: CPU goes idle

: Process 1 joins ready queue after IO completion
: Process 1 is scheduled to run for time 3

: CPU goes idle

: Process 2 joins ready queue after IO completion
: Process 2 is scheduled to run for time 8

: CPU goes idle

: Process 3 joins ready queue upon arrival

: Process 3 is scheduled to run for time 10

: Process 3 joins ready queue after timeout

: Process 3 is scheduled to run for time 3

: CPU goes idle

: Process 1 joins ready queue after IO completion
: Process 1 is scheduled to run for time 10

: Process 1 joins ready queue after timeout

: Process 1 is scheduled to run for time 2

: CPU goes idle

: Process 1 joins ready queue after I0 completion
: Process 1 is scheduled to run for time 5

: CPU goes idle

: Process 3 joins ready queue after IO completion
: Process 3 is scheduled to run for time 1

: CPU goes idle

: Process 2 joins ready queue after IO completion
: Process 2 is scheduled to run for time 10

: Process 2 joins ready queue after timeout

: Process 2 is scheduled to run for time 5

: CPU goes idle

: Process 3 joins ready queue after IO completion
: Process 3 is scheduled to run for time 1

: CPU goes idle

: Process 2 joins ready queue after IO completion
: Process 2 is scheduled to run for time 4

: Process 2 exits. Turnaround time = 648 (100%), Wailt time = 0
: CPU goes idle

: Process 1 joins ready queue after IO completion
: Process 1 is scheduled to run for time 9

: Process 1 exits. Turnaround time = 783 (100%), Wait time = 0
: CPU goes idle

: Process 20 is scheduled to run for time 10
: Process 20 joilns ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joilns ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joins ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joins ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joilns ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joilns ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joins ready queue after timeout
: Process 20 is scheduled to run for time 10
: Process 20 joins ready queue after timeout
: Process 20 is scheduled to run for time 7
: Process 20 exits. Turnaround time = 2048 (104%), Wailt time = 75
: CPU goes idle

Average wait time = 56.80
Total turnaround time = 6383
CPU idle time = 2827

CPU utilization = 55.71%



