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ABSTRACT
A solution of the pinball routing problem in a multihomed mobile network is proposed in the present work. All the communication to and from the mobile network node in a nested mobile network passes through the tunnel between mobile router and its home agent as mentioned in network mobility route optimization problem statement. Such problem is formally known as pinball routing problem. But in the present scheme the communication to and from the mobile network node may or may not pass through the home agents of mobile routers at the higher level of the nested network depending upon the network mobility. Such consideration helps to minimize delay due to pinball routing effect. Moreover in the present work direct communication is proposed if both the source node and the destination node lie inside the same nested mobile network. The proposed scheme is the combination of route optimization algorithm and pinball routing elimination algorithm in a nested multihomed mobile network. The route optimization algorithm selects an optimal route inside the mobile network of the source node. The pinball routing elimination algorithm selects the pinball eliminated route from the mobile network to the destination node. The performance of the proposed scheme is evaluated on the basis of tunneling overhead, end to end packet delay and fragmentation using ENEMO_SIM simulator. Results based on a detailed performance evaluation study are also presented to demonstrate the efficacy of the proposed scheme.

I. INTRODUCTION
All packets between a mobile network node (MNN) in a nested MObile NEtwork (NEMO) as a source and its correspondent node (CN) as a destination are forwarded through the tunnel (MR-HA) between mobile router (MR) and its home agent (HA) which results in a pinball route (PR) [1] as mentioned in network mobility route optimization problem statement (NEMO RO scheme). The length of such route is very large which in turn increases the probability of link failure, traffic congestion and resource requirement for the traffic. Several levels of encapsulation of data packet are also required in NEMO RO scheme which in turn increases the size and the transit time of data packets. It may also increase the maximum transfer unit computation and chances of fragmentation during the processing of data packets through several MR-HA tunnels between MNN and CN.
The existing node mobility arrangement protocols, like MIP protocols [2] cannot support the network mobility as the mobility service should be provided transparently to every node inside the network. The MIPv6 route optimization mechanism is proposed in [3]. It considers the care of address (CoA) of the root MR as gateway of the nested NEMO to bypass all HAs. The root MR is always taken care of the delivery of the packet even at high speed of NEMO. Another route optimization algorithm is proposed in [4] in which all the packets are tunneled at most twice. The route optimization scheme using a tree information option [5] extends NEMO basic support protocol. In this scheme a packet from CN needs to visit two transit nodes, the HA of MR and root MR regardless of the degree of nesting.
The present work is pinball routing elimination in route optimization (PRERO scheme) for forwarding the packets of a MNN inside a nested NEMO to CN. It uses the route optimization algorithm [6] for the selection of an optimal route for MNN inside NEMO and uses pinball routing elimination algorithm for the selection of a pinball eliminated route (PER) from NEMO to CN.

 The PER of PRERO scheme is shorter than PR of NEMO RO scheme which reduces end to end processing delay, the probability of link failure and the resource requirement for the traffic. The PER has less number of MR-HA tunnel than PR which reduces maximum transfer unit computation, fragmentation and encapsulation overhead. Moreover PRERO scheme forwards packets from MNN to CN directly without using any MR-HA tunnel in case both MNN and CN lie inside the same NEMO.
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Fig.1 CN in a fixed network
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Fig.2 CN in NEMO2
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Fig.3 CN in NEMO1
II PRESENT WORK
The present work considers a MNN which is inside NEMO1. The NEMO1 is identical to NEMO as proposed in [6]. There are 4 possible routes r1, r2, r3 and r4 in NEMO1 as discussed in [6]. The MNN is considered either as a local fixed node (LFN) type (MNN_LFN_NEMO1) or as a visiting mobile node (VMN) type (MNN_VMN_NEMO1). It considers CN as either an IPv6 node or a MIPv6 node. Now if CN is located in a fixed network (FN) (Fig.1), CN is either CN_IPv6_FN type or CN_MIPv6_FN type. If CN is located in another NEMO (NEMO2 in Fig.2), CN is either CN_IPv6_NEMO2 type or CN_MIPv6_NEMO2 type. Finally if CN is located in NEMO1 with MNN (Fig.3), CN is either CN_IPv6_NEMO1 type or CN_MIPv6_NEMO1 type.

The MNN is considered as the active initiator of a session inside NEMO1. When MNN wants to initiate a session it sends MNN_LFN message to LFN. The format of this message is proposed in [6]. In the present work two more fields as MNN identification (MNN_id) and IP address of CN are added to the LFN_MNN message. If CN is located inside NEMO1 with MNN, LFN sets CN_in_NEMO flag and sends it to MNN. In such a case optimal route selection and PER selection is not required. Otherwise LFN executes route optimization algorithm [6] to select the optimal route (Opt_Route) from 4 possible routes inside NEMO1. The root_MR is the root MR which is associated with Opt_Route. MNN sends packet to root_MR using Opt_Route. The LFN assigns unique session identification (Session_id) to each session after selecting Opt_Route for it. The MNN associated with a particular session specifies the corresponding Session_id in the header of each packet. 
The pinball routing elimination algorithm is used to select PER from root_MR to CN. This algorithm is the combination of 3 phases. The first phase is the handshaking phase. In this phase both root_MR and CN send handshaking message to each other for knowing their CoA. The second phase is the session phase. In this phase the root_MR receives packet from MNN inside NEMO1 through Opt_Route and forwards them to CN using PER. The third phase is the handoff phase. During the session phase handoff may occur to the source end or to the destination end or to both end of PER. The end of PER whose handoff occurs during the session phase is considered as the handoff component (Hand_Comp). CN_MIPv6_FN, CN_MIPv6_NEMO2, NEMO1 and NEMO2 are the examples of such Hand_Comp. The algorithm enters into the handoff phase at least one occurrence of handoff. The Hand_Comp selects PER depending upon the mobility of the network where Hand_Comp enter after handoff. The PER bypasses the HAs in case of lower network mobility. Such PER is termed as PER_ROUTE1. The PER passes through HAs in case of higher network mobility to avoid loss of packets. Such PER is termed as PER_ROUTE2. The Hand_Comp generates the handoff message and sends it to the other end of PER (Other_End).

2.1 PINBALL ROUTING ELIMINATION ALGORITHM: The 3 phases of operation of this algorithm is considered for discussion in this section.

2.1.1 Handshaking phase (HP): HP considers 3 different cases depending upon the type of CN. MNN is either MNN_LFN_NEMO1 type or MNN_VMN_NEMO1 type for all the 3 cases. 

Case1_HP: CN is CN_IPv6_FN type

Case2_HP: CN is CN_MIPv6_FN type

Case3_HP: CN is CN_IPv6_NEMO2 type or CN_MIPv6_NEMO2 type

The MNN sends IP address of CN to root_MR using LFN_MNN message through Opt_Route and root_MR sends handshaking message to CN (HM_CN) using the IP address of CN which is obtained from LFN_MNN message. HM_CN has 3 fields. The first field contains 128 bit IP address as CoA of root_MR, second field contains 128 bit IP address as CoA of root_MR_HA (HA of root_MR) and the third field contains 1 bit PER_FLAG. 
For Case1_HP CN sends handshaking message (HM_GR) to gateway router (GR) of FN. In response GR sends HM_GR to root_MR. HM_GR contains 3 fields. The first field contains 128 bit IP address as CoA of GR, second field contains 128 bit IP address as CoA of CN_HA (HA of CN) and the third field contains 1 bit PER_FLAG. 
For Case2_HP CN sends handshaking message to root_MR (HM_root_MR). HM_root_MR contains 3 fields. The first field contains 128 bit IP address as CoA of CN, second field contains 128 bit IP address as CoA of CN_HA and the third field contains 1 bit PER_FLAG. 
For Case3_HP CN sends handshaking message to root MR (MR7) in NEMO2. In response MR7 sends handshaking message (HM_MR7) to root_MR. HM_MR7 contains 3 fields. The first field contains 128 bit IP address as CoA of MR7, the second field contains 128 bit IP address as CoA of MR7_HA and the third field contains 1 bit PER_FLAG. 
PER_FLAG is set if PER_ROUTE1 is used and reset if PER_ROUTE2 is used for transmitting packets of MNN in all handshaking messages. 

2.1.2 Session phase (SP): Initially PER_ROUTE1 is used in the session phase. The change of route may occur in case of handoff. The session phase considers 3 different cases as mentioned in [1].
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Fig.4 PER_ROUTE1 for Case1_SP and Case2_SP

Case1_SP: CN is in FN

Case2_SP: CN is in NEMO2

Case3_SP: MNN and CN are in NEMO1. A single route is assumed for CN in NEMO1 as CN->MR8->MR7.

Case1_SP has 3 different cases [1] as follows:

Case1_SP_I: MNN is MNN_LFN_NEMO1 type and CN is CN_IPv6_FN type

Case1_SP_II: MNN is MNN_VMN_NEMO1 type and CN is CN_MIPv6_FN type

Case1_SP_III: MNN is MNN_VMN_NEMO1 type and CN is CN_IPv6_FN type

Case2_SP has 3 different cases [1] as follows:

Case2_SP_I: MNN is MNN_LFN_NEMO1 type and CN is CN_IPv6_NEMO2 type

Case2_SP_II: MNN is MNN_VMN_NEMO1 type and CN is CN_MIPv6_NEMO2 type

Case2_SP_III: MNN is MNN_VMN_NEMO1 type and CN is CN_IPv6_NEMO2 type

Case3_SP has 3 different cases [1] as follows:

Case3_SP_I: MNN is MNN_LFN_NEMO1 type and CN is CN_IPv6_NEMO1 type

Case3_SP_II: MNN is MNN_VMN_NEMO1 type and CN is CN_MIPv6_NEMO1 type

Case3_SP_III: MNN is MNN_VMN_NEMO1 type and CN is CN_IPv6_NEMO1 type
Let root_MR_HA is the HA of root_MR in NEMO1. For Case1_SP and Case2_SP, PER_ROUTE1 is shown in Fig.4 and PER_ROUTE2 is shown in Fig.5. The dotted rectangular boxes in Fig.4 and Fig.5 represent tunnel. All PER_ROUTE1 need only one tunnel to maintain the session phase as observed from Fig.4 whereas all PER_ROUTE2 need one extra tunnel due to the involvement of HAs in session phase as observed from Fig.5 using PER between root_MR and CN.
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Fig.5 PER_ROUTE2 for Case1_SP and Case2_SP

For Case3_SP both the MNN and CN are standard IPv6 or MIPv6 type, they have the same type of IP stack and they can communicate directly bypassing all MRs and HAs. If MNN is IPv6 type and CN is MIPv6 type or vice versa, a MIPv6-IPv6 switch is used as the interface to enable communication between MNN and CN. The MNN (CN) encapsulates the packet and sends it to the interface switch. The interface switch removes encapsulation of the packet, encapsulates it with a new IP packet and forwards it to CN (MNN).

2.1.3 Handoff phase: In this phase Hand_Comp selects PER between root_MR in NEMO1 and CN for Case1_SP and Case2_SP depending upon the speed of Hand_Comp and the cell radius of the new network where Hand_Comp enters after handoff. The speed of the handoff component (SPEED) is assumed as slow (µslow(SPEED)) if SPEED≤40 Km/h and fast (µfast(SPEED)) if SPEED≥120 Km/h. The cell radius (CR) of a wireless network [7] is assumed as small (µsmall(CR)) if CR≤10 Km, as medium (µmedium(CR)) if 10 Km<CR<50 Km and as large (µlarge(CR)) if CR≥50 Km. PER selection uses the following two steps.

Step 1: Fuzzification of the current speed and the cell radius of the network where the handoff component belongs with time complexity O(1).

It uses the following fuzzy membership function (Fig.6) to compute the fuzzy values.

µslow(SPEED)=1 if SPEED≤40Km/h

                     =(120-SPEED)/80 if 40Km/h<SPEED<120 Km/h

                     =0 if SPEED≥120 Km/h

µfast(SPEED)=1- µslow(SPEED)

µsmall(CR)=1 if CR≤10 Km

               =(20-CR)/10 if 10 Km<CR<20 Km

               =0 if CR≥20 Km

µmedium(CR)=0 if CR≤10 Km or CR≥50 Km

                 =(CR-10)/20 if 10 Km<CR≤30 Km

                 =(50-CR)/20 if 30 Km<CR≤50 Km

µlarge(CR)=0 if CR≤40 Km

              =(CR-40)/10 if 40 Km<CR<50 Km

              =1 if CR≥50 Km
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Fig.6 Membership function

Step 2: PER_ROUTE1 or PER_ROUTE2 is selected depending upon the fuzzy values as computed in Step 1 with time complexity O(1). The following fuzzy rules are assumed in the proposed work. This step uses the proposed fuzzy rules to select the PER.

Fuzzy rules:

Rule1: If CR is small and SPEED is slow the algorithm selects PER_ROUTE1.

Rule2: If CR is small and SPEED is fast the algorithm selects PER_ROUTE2.

Rule3: If CR is medium and SPEED is slow the algorithm selects PER_ROUTE1.

Rule4: If CR is medium and SPEED is fast the algorithm selects PER_ROUTE2.

Rule5: If CR is large and SPEED is slow the algorithm selects PER_ROUTE1.

Rule6: If CR is large and SPEED is fast the algorithm selects PER_ROUTE1.

So 4 out of 6 rules select PER_ROUTE1 and probability of selecting PER_ROUTE1 (P1) is 4/6 whereas 2 out of 6 rules select PER_ROUTE2 and probability of selecting PER_ROUTE2 (P2) is 2/6.

Let X= [(µsmall(CR) (µslow(SPEED)Rule1)((µsmall(CR)(µfast(SPEED)Rule2)((µmedium(CR)( µslow(SPEED)Rule3)

( (µmedium(CR)(µfast(SPEED)Rule4) ( (µlarge(CR) (µslow(SPEED)Rule5)((µlarge(CR)( µfast(SPEED)Rule6)]

If X= (µsmall(CR)(µslow(SPEED)Rule1) or (µmedium(CR)(µslow(SPEED)Rule3) or (µlarge(CR) (µslow(SPEED)Rule5) or (µlarge(CR)( µfast(SPEED)Rule6) PER_ROUTE1 is selected as PER.

If X= (µsmall(CR)(µfast(SPEED)Rule2) or  (µmedium(CR)(µfast(SPEED)Rule4) PER_ROUTE2 is selected as PER.

Hand_Comp sends handoff message to Other_End. The handoff message has 3 fields. The first field contains PER_FLAG. The second field contains 128 bit IP address as CoA of Hand_Comp and the third field contains 128 bit IP address as CoA of Other_End. 

2.2 MAINTENANCE OF ROUTING TABLES: In this section the routing tables that are maintained at various nodes to execute route optimization algorithm and pinball routing elimination algorithm are considered for discussion. All these routing tables are stored in associative memory. So the time complexity for insertion, deletion and update in all these tables is O(1).
R_T1: It is maintained by each MR in NEMO1. Each record in R_T1 is of the form (MNN_id, E_id, Session_id, desire_BW, Next_Hop) as considered in [6] for the execution of the route optimization algorithm and is inserted in R_T1 after receiving the first packet of the session from the MNN_id associated with this record. Each record in R_T1 which is maintained by all the root MRs in NEMO1 (MR1, MR3, MR5) contains 5 more attributes (CoA of CN, CoA of CN_HA, CoA of MR7, CoA of MR7_HA, PER_FLAG) for the selection of PER between root_MR in NEMO1 and CN. The value of these 5 attributes is obtained from the handshaking message and is updated after receiving any handoff message from Hand_Comp. A record is deleted from R_T1 after receiving the last packet of the corresponding session. 

The root_MR searches R_T1 using MNN_id as the search key after receiving the first packet of the session from MNN using Opt_Route. If found it sends the packets of MNN to CN otherwise it discards the packet. If CN is in FN the root_MR sends packets of MNN to CN directly using the CoA of CN if PER_FLAG is set and to CN through CN_HA using the CoA of CN_HA if PER_FLAG is reset. If CN is in NEMO2 the root_MR sends packets of MNN to MR7 directly using the CoA of MR7 if PER_FLAG is set and to MR7 through MR7_HA using the CoA of MR7_HA if PER_FLAG is reset. 

R_T2: It is maintained by GR of FN for the execution of the pinball routing elimination algorithm when CN is CN_IPv6_FN type. Each record in R_T2 is of the form (CN_id, Session_id, PER_FLAG, CoA of root_MR, CoA of root_MR_HA). The value of the attribute Session_id is obtained from the header of the packet corresponding to the session. CN_id is CN identification and GR gets its value after receiving HM_GR from CN having identification CN_id. The value of the other attributes is obtained from HM_CN and is updated after receiving any handoff message. A record is deleted from R_T2 after receiving the last packet of the corresponding session. 

The GR searches R_T2 using Session_id as the search key after receiving the first packet through PER_ROUTE1 or PER_ROUTE2 depending upon the value of PER_FLAG. If found it transfers the packet to the corresponding CN_id otherwise it discards the packet.

The GR sends HM_GR to root_MR directly using the CoA of root_MR if PER_FLAG is set and to root_MR through root_MR_HA using the CoA of root_MR_HA if PER_FLAG is reset.

R_T3: It is maintained by CN_MIPv6_FN for the execution of the pinball routing elimination algorithm. Each record in R_T3 is of the form (Session_id, PER_FLAG, CoA of root_MR, CoA of root_MR_HA). The value of the attribute Session_id is obtained from the header of the packet corresponding to the session. The value of the other attributes is obtained from HM_CN and is updated after receiving any handoff message. A record is deleted from R_T3 after receiving the last packet of the corresponding session. 

CN searches R_T3 using Session_id as the search key after receiving the first packet of the corresponding session. If found CN accepts the packet otherwise CN discards the packet.

CN sends HM_root_MR to root_MR using its CoA if PER_FLAG is set and through root_MR_HA using its CoA if PER_FLAG is reset.
III ENEMO_SIM SIMULATOR
The proposed scheme is simulated using ENEMO_SIM simulator which is an extended version of the NEMO_SIM simulator in [6].

The NEMO in the proposed scheme is the combination of some interconnected processing units such as MNN, LFN, MR. Each processing units are treated as threads and the whole NEMO is considered as a complex producer-consumer problem in a large scale. The functions of the threads which are used in ENEMO_SIM simulator are discussed in the following sections.

3.1 MR_EGRESS_HAND_OVER THREAD: This thread runs at all roots MRs for each egress interface. It handles handoff procedure of the root MR following RFC 4068.
3.2 HOME_AGENT_BINDING THREAD: This thread runs at all HAs. It receives binding update and returns binding acknowledgement as defined in NEMO Basic Support protocol RFC 3963.
3.3 HOME_AGENT_PACKET_RECEIVE_AND_FORWARD THREAD: This thread runs at all HAs. It encapsulates the received packets destined to the MR through MR-HA tunnel. It also removes encapsulation of the packets from MR and forwards it to the desired destination.
3.4 FOREIGN_AGENT THREAD: This thread runs at all foreign agents (FAs). It helps in exchanging control messages among the MR, previous FA and the current FA during handoff, as discussed in RFC 4068.
3.5 FOREIGN_AGENT_PACKET_RECEIVE_AND_FORWARD THREAD: This thread runs at all FAs. It forwards the packets to the Internet.
3.6 PER_SELECTION THREAD: This thread runs at all root MRs, GRs of FN nodes (IPv6) and mobile hosts (MIPv6) in fixed network. This thread executes the PER Selection Algorithm as defined by the scheme.
3.7 ROUTER THREAD: This thread runs at GRs of FN. It helps in maintaining the routing tables, receive and forward packets to and from internet.
3.8 NON_MNN_SERVICE_START THREAD: It starts a new session. A non MNN (MIPv6 or IPv6 nodes in FNs) has only one such thread.

3.9 NON_MNN_SERVICE THREAD: It runs as a TCP or UDP session for the desired application, transmits and receives packet corresponding to the desired application. A non MNN has zero or more such thread depending upon how many sessions are still alive.

3.10 RETRANSMISSION THREAD: This thread runs at all mobile and fixed nodes which do not belong to the MNN category, for each TCP session. It follows a sliding window protocol.
IV PERFORMANCE ANALYSIS
The performance of PRERO scheme is compared with NEMO RO [1] scheme on the basis of tunneling overhead, end to end delay and fragmentation overhead for Case1_SP, Case2_SP and Case3_SP. There are four possible routes (r1,r2,r3,r4) of transmission inside NEMO1 as shown in TABLE-1 of [6].
4.1 TUNNELING OVERHEAD: In this section the tunneling overhead of NEMO RO scheme is computed and it is compared with the tunneling overhead of PRERO scheme. The tunneling overhead is assumed as 40 bytes per tunnel [8]. The dotted rectangular boxes in Fig.7 to Fig.10 represent tunnel.
PR for Case1_SP_I and Case1_SP_II: The PR is shown in Fig.7. The number of MR-HA tunnel is 2 and so the tunneling overhead is 80 bytes if r1 or r2 or r3 is selected as Opt_Route in NEMO1 using NEMO RO scheme. The number of MR-HA tunnel is 3 and so the tunneling overhead is 120 bytes if r4 is selected as Opt_Route in NEMO1 using NEMO RO scheme.
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Fig.7 PR for Case1_SP_I and Case1_SP_II
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Fig.8 PR for Case1_SP_III
PR for Case1_SP_III: The PR is shown in Fig.8. The number of MR-HA tunnel is 3 and so the tunneling overhead is 120 bytes if r1 or r2 or r3 is selected as Opt_Route in NEMO1 using NEMO RO scheme. The number of MR-HA tunnel is 4 and so the tunneling overhead is 160 bytes if r4 is selected as Opt_Route in NEMO1 using NEMO RO scheme.
PR for Case2_SP_I, Case2_SP_II, Case3_SP_I and Case3_SP_II: The PR is shown in Fig.9. The number of MR-HA tunnel is 4 and so the tunneling overhead is 160 bytes if r1 or r2 or r3 is selected as Opt_Route in NEMO1 using NEMO RO scheme. The number of MR-HA tunnel is 5 and so the tunneling overhead is 200 bytes if r4 is selected as Opt_Route in NEMO1 using NEMO RO scheme.

[image: image9.wmf]
Fig.9 PR for Case2_SP_I and Case2_SP_II
PR for Case2_SP_III and Case3_SP_III: The PR is shown in Fig.10. The number of MR-HA tunnel is 5 and so the tunneling overhead is 200 bytes if r1 or r2 or r3 is selected as Opt_Route in NEMO1 using NEMO RO scheme. The number of MR-HA tunnel is 6 and so the tunneling overhead is 240 bytes if r4 is selected as Opt_Route in NEMO1 using NEMO RO scheme.

[image: image10.wmf]
Fig.10 PR for Case2_SP_III and Case3_SP_III
The tunneling overhead of PRERO scheme is 40 bytes if PER_ROUTE1 is used as observed from Fig.4 and 80 bytes if PER_ROUTE2 is used as observed from Fig.5. But the tunneling overhead of NEMO RO scheme varies from 80 bytes to 240 bytes as observed from Fig.7 to Fig.10. So the tunneling overhead reduces in PRERO scheme than NEMO RO scheme.

4.2 END TO END DELAY: In this section the end to end delay of NEMO RO scheme is compared with the PRERO scheme. The simulation model considers an ongoing TCP session between MNN and CN. The initial speed of NEMO1 is assumed as 100 Km/h and the initial PER is assumed as PER_ROUTE1. The plot of end to end delay vs. simulation time for all the cases as discussed in section 2.1.2 of NEMO RO scheme and PRERO scheme are shown in Fig.11 to Fig.17. It can be observed from Fig.11 to Fig.17 that a sudden rise in end to end delay occurs for all the cases of NEMO RO scheme at simulation time 25 sec due to handoff. It can be observed from Fig.11 to Fig.15 that a sudden rise in end to end delay occurs for Case1_SP and Case2_SP of PRERO scheme at simulation time 25 sec due to handoff. It can be observed from Fig.16 and Fig.17 that no such handoff occurs for Case3_SP of PRERO scheme as MNN and CN communicate either directly or through interface switch as discussed in section 2.1.2.  Moreover the end-to-end delay for Case3_SP is less than that in Case1_SP and Case2_SP. In Case1_SP and Case2_SP whenever a NEMO moves to a new network, the foreign agents of the previous network and new network exchange handshaking message to complete the handoff smoothly without disturbing the ongoing sessions. In the mean time the packets of the ongoing sessions may be forwarded to the previous CoA of the NEMO. After handoff the NEMO gets a new CoA. The fast handoff protocol [9] enables the foreign agent of the previous network to forward the packets to the foreign agent of the new network. This increases the end-to-end delay until all the packets are forwarded by the foreign agent of the previous network. In Case 3 both MNN and CN are in the same NEMO. They can communicate directly as discussed in section 2.1.2. So in Case 3 the end-to-end delay is not affected by the handoff. For all the cases the end to end delay of NEMO RO scheme is higher due to pinball routing effect than PRERO scheme. The end to end delay in [1] depends up on the level of nesting. The end to end delay of PRERO is independent on the level of nesting and its maximum value is 0.4 sec (Fig.14).
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Fig.11 End to end delay vs. simulation time for Case1_SP_I and Case1_SP_II
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Fig.12 End to end delay vs. simulation time for Case1_SP_III
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Fig.13 End to end delay vs. simulation time for Case2_SP_I
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Fig.14 End to end delay vs. simulation time for Case2_SP_II
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Fig.15 End to end delay vs. simulation time for Case2_SP_III
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Fig.16 End to end delay vs. simulation time for Case3_SP_I and Case3_SP_II
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Fig.17 End to end delay vs. simulation time for Case3_SP_III
4.3 FRAGMENTATION DUE TO ENCAPSULATION: For NEMO RO [1] scheme each packet of MNN passes through multiple tunnels before reaching to CN as discussed in section 4.1. So the fragmentation of each packet depends upon the number of MR-HA tunnels which in turn depends upon the number of levels in the nested NEMO. For PRERO scheme the fragmentation occurs at root MR only and so it is independent on the number of levels in the nested NEMO.
V CONCLUSION
The present work provides a solution of the pinball routing problem in nested mobile networks. The proposed solution reduces end to end packet delay and nested tunnel overhead. The proposed scheme considers the communication from MNN to CN. It can be extended for both way communications. The security of the proposed scheme needs investigation.
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