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Programming Intelligent Physical Systems UM

Integration of computational elements with physical processes.
CPS = Embedded Systems + Control Systems

Goals:
m The system is intelligent
m The system is adaptive
m The system is certifiable
[

Example: If a camera in an industrial robot is replaced by a new
camera, the system can automatically adjust to this change and
exploit the better capabilities of the new camera

m Example: If there is a change in the mechanical sub-system, the
control strategy is automatically adapted to fit this new system

m Example: If there is increased wear and tear of certain com-
ponents (e.g., drill bits) or increased vibration, the production
strategy is automatically adapted
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Outline of this lecture Tum

In today's lecture we will discuss:
m Controller implementation on an embedded platform

m Controller Design for discrete-time systems with time delay
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Control applications m

An embedded controller can be implemented using 3 tasks:

m A sensor task (T,,) reads sensor data and process them to
extract state information. Typically, A/D conversion and sig-
nal /image processing are performed in this task.

m A controller task ( T.) implements the control law and computes
the control input. The execution time of this task depends on
the complexity of the control algorithm.

m An actuator task ( T,) writes the control input onto the actuator
to be applied to the plant. Typically, D/A conversion and post-
processing is done in this task.
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Controller implementation

[

T, measure

}

T. : compute

/

)

T, : actuate

N
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//' sensorl read(portixl);‘\\

xl=process (sensorl) ;
sensor?2 read (port x2);
x2=process (sensor?) ;

[~ = K*[x1lpx2] + F¥rrs;

= act process (u) ;
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Controller implementation m

Sensor reading

T = sensor-to-actuator delay
T., - measure Ts

T, : compute T

T, : actuate :
Tq Z t

h = sampling period

Actuation

Ideal design assumes 7 =0 or 7 << h.
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Task triggering Tum

m In general, T,, and T, consume negligible computational time
and are time-triggered.

m T, needs finite computation time and is event-triggered and
preemptive.

m When multiple tasks are running on a processor, T, can be
preempted by a higher priority task.

T " T M T ! € T

=
3

—
0

Sensor-to-actuator delay: 7
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Control task model — constant delay

preemption wait

T Deadline D, T
a

-3

R s I

Sampling period =h

Sensor-to-actuator delay 7 ~ D,
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Control task model — constant delay UM

m T, is triggered periodically with a period equal to the sampling
period h. Schedule for T, is assumed as {0, 0, h}, i.e., periodic
with zero offset, negligible execution time and period h.

m T, is also triggered periodically with the same period h. Sched-
ule for T, is assumed as {D¢, 0, h}, i.e., periodic with constant
offset D, negligible execution time and period h.

m 7. is executed in between T,, and T,.
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Control task model — constant delay UM
h

NE
>

m T, is preemptive.

m Response time of T, is R..

m The time difference between T, and T, is the deadline D. of
Te.

m Sensor-to-actuator delay is 7 = D¢ in all samples and the task
should be scheduled such that R. < D..

m The control task is characterized by T. ~ {h, D, ec} where
(i) h is the sampling period of the control application, (ii) D,
is the deadline of T, and (iii) ec is the WCET of T..

04 August, 2019 Samarjit Chakraborty: Programming Intelligent Physical Systems page 10 of 68



System stability and control performance m

m Deadline D, for a control task T. are often firm rather than
hard.

m Okay to miss a few deadlines, but not too many in a row.
m And it depends on what happens if the deadline is missed.

m Task is allowed to complete late.
m Task is aborted at the deadline.
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Controller design for delayed discrete-time systems
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Controller design steps for Case A: D, < h TUm

’ Continuous-time model ‘

ﬂ ZOH sampling with period h and X = Ax + Bu
constant sensor-to-actuator delay D y = Cx
New discrete-time model

step : Sampled-data model x[k+1] =

1 fu(x[K], ulk])
Ste Controller design based on the y[k] = f2(X[k])

pll
sampled-data model

ulk] = F(x[])
Objectives

(i) Place system poles
(i) Achievey >rast—> =
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Recall: ldeal discrete-time case m

‘ Continuous-time model ‘

ZOH sampling with

period hand D=0 x = Ax + Bu

y = Cx

Discrete-time model

ﬂ x|k + 1] = ¢x[k] + Iulk]
ylk] = Cx[K]
Controller design based on the
discrete-time model ulk] = Kx[k] + Fr
Objectives

(i) Place system poles
(i) Achievey>rast > e
(i) Design K and F
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Step I
Derivation of sampled-data model with
constant sensor-to-actuator delay Dc
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Timing properties

Tm

T, T. q h
T, Deadline D, T, }‘m Deadline D, _Tl T,
te £y tesr 1 fe2

Constant sensor-to-actuator delay

ty = tx + D
tlz+1 — tk+1 + Dc

Sampling period h

tky1 =tk + h
tkpo = tep1 + h
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Signals TLTI

m Measurement is done in every sampling instant. Therefore, it is
essentially assumed that the states are constants between two
consecutive measurements , i.e.,

x(t) = x(tx) = x[k]  for tx <t <ty
m The input signal is hold constant for one sampling interval

u(t) = u(ty) = ulk] for tp <t <ty
u(t) = u(tiyr) = ulk+1]  for i <t <t

m A control input is updated once in every sampling interval be-

cause,
thyr — e =h
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o

Sampling period = h

T e
f | |
x(h) . X(ts1) X(ts2)
T. Deadline D, -Irm qﬂ, T,
te ten i1 e
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Zero-order hold operation m

The u(ty) is computed based on the latest measurement x(ty)

u(t) = f(x(t))

u(ty) is applied at t = (tx + D) = ¢t

In ideal implementation, u(ty) is applied at t = t|

Due to finite sensor-to-actuator delay, the input value is up-
dated after D. time

m Between t;_; <t < t7, the previous control input is hold,

u(t) = u(tx—1) = ulk — 1]
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u(ty,)
u(tp—1) i [ uCry1)
) h
T, i
T, D A LT
tk tg Tl U1 tryo
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What is happening within one sampling period UM

ulk — 1] ulk]
x(tr) x(te41)
A T, q A
| D. IJ o
|
tk tz tk_|_1
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Recall
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Model derivation Tum

ulk — 1] u[k]
z(tk) x(tpr1)
PEEE [
D, |

| ]

tk t tetr
x(t) = e*x(0) + J5 eAt=")Bu(r)dr x(0) = x(tx)
o) =oxe) = (0 =x(t)
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x(tis1) = A —8x(ty) + [0 A=) Bu(r)dr

4

u(t) =ulk—1] for t<t<ty
u(t) = ulk] for tp <t <ty
tky1 — t = h

x(tes1) = xlk + 1]

x(tx) = x[K]

4

x[k + 1] = eAPx[k] + ftil eAtteri=") Bdr.ulk — 1]+
_i_ftzkﬂ eAltis1—) BdT.ulk]

04 August, 2019 Samarjit Chakraborty: Programming Intelligent Physical Systems page 24 of 68



X[k + 1] = eAx[k] + fok A1~ Balr.ulk — 1]+
+ft2k+1 eAltk1—) BdT.ulk]

4

x[k + 1] = eAMx[k] + [, e**Bds.ulk — 1]+
+ fothc e Bds. u[k]

’
X[k + 1] = éx[k] + L(De)ulk — 1] + To(De)ulk]

¢ = e’h
Iy(De) = [y p, e**Bds
Io(De) = [P e”Bds
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Sampled-data model m

x = Ax + Bu - -
- Continuous-time model

y = Cx

ZOH sampling with period h and
constant sensor to actuator delay D,

x[k + 1] = ¢x[k] + I[1(Dc)ulk — 1] + I'o(Dc)ulk]

ylkl = Cx[k] Sampled-data
=
where, model
¢ =e’h
(D) = [, e**Bds
Io(De) = [P eA*Bds

End of Step 1
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Example 1 TUTI

Consider the following continuous-time system -

o 1 0 -
X—{37 7.5})(*[6450} woy=[1 0x

(a) Compute the system model considering ZOH sampling with sampling
period h = 0.01 sec and a constant sensor-to-actuator delay
D. = 0.005sec.

¢:eAh%I+Ah:[ 1 0.01}

0.37 1.075
I (D) = fhh_Dc e**Bds = A~1(erh — Ah=Do)\B
~ A1+ Ah— | — A(h— D.))B

0
= DB = [32.25

FO(DC) = (h - DC)B ’

= 13225
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Step Il:
Controller design based on sampled-data model with constant
sensor-to-actuator delay D,
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System model with D. < h m

x|k + 1] = ¢x[k] + I'1(Dc)ulk — 1] + Io(Dc)ulk]
ylk] = Cx[K]

¢ = e’h
1y(De) = [y p, e**Bds

Io(De) = [P e*sBds
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Augmented system m

m We define new system states:

x[K]
2k = lu[k - 1]]

m With the new definition of states, the state-space becomes

z[k + 1] = ¢paugz[k] + TaugulK]
y[k] = Caugz[]

where the augmented matrices are defined as follows

b = [g rl(ODc)l e [ro(loc)]

Covg = [C 0]
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Example 2 TUTI

Consider the continuous-time system (voltage stabilizer)

.10 1
A R |
(a) Compute the system model considering ZOH sampling with

sampling period h = 0.01 sec and a constant sensor-to-actuator
delay D. = 0.005sec.

0

X—I—1

u, y:{l O}x

o [ 1 o001
¢=eT 1+ Ah= [—0.001 0.999

0
I1(De) ~ DB = [0.0005]
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m Augmented system has the following

1 0001 O
Pavg = [ﬁ Fl(OD‘-‘)] = [-0.001 0.999 0.0005
0 0 0
0
Faug = [FO(PC)l = (0.0005
1

Caug = [C 0] =1 0 0

m We could see that the augmented system has a higher dimen-
sion compared to the original system
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Controller design for D. < h m

Given system: Objectives:
zlk + 1] = Gaugz[k] + Taugulk] (i) Place system poles
y[k] = Caugz[K] (i) Design K and F
(iii) Achieve y — r as t — oo

Control law: ulk] = Kz[k] + Fr

!

Check controllability of the augmented system (¢aug, Iaug). To be
controllable, v,,, must be invertible where

Yaug = [Faug ¢augraug ¢§ugraug t ¢gug1Faug]
Apply Ackermann’s formula K = —[0 0 --- 1] H(daug)
where
H(¢aug) = (¢aug - O41')(¢aug ) (¢aug Qp )
and a1, qp,- - ,a, are the poles of the augmented system.

- _ 1
Feedforward gain F = G (—Fm = To K Tomg

End of Step Il
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Summary: Overall design for D. < h

Continuous-time X = Ax + Bu
model y =Cx
U
Sampled-data x[k 4+ 1] = ¢x[k] + [1(Dc)ulk — 1] + I'o(De
model y[k] = Cx[K]
U
Augmented z[k 4+ 1] = paugz[k] + LaugulK]
system ylk] = Gougz[K]
J
c " ulk] = Kz[k] + Fr
ont.ro er K=— [0 0 --- ] VaugH(%ug)
gains F— 1

Caug(l_(z’aug_raugK)_ Faug
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Example 3 TUTI

Consider the following continuous-time system:

x—{_ol _ﬂwmm y=[1 0x

(a) Compute the system model considering ZOH with sampling period
h = 0.001s and a constant sensor-to-actuator delay D. = 0.0005s.

Solution: The sampled-data model is given by
x|k + 1] = éx[k] + I'(Dc)u[k — 1] + I'o(Dc)ulk]

where,

gzb—eAh%I—i—Ah—[ 1 0.001}

—0.001 0.999

0
I3(De) ~ DB = {0.0005}

Io(Dc) = (h— Dc)B = [0.0%05]
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Example 3 TUTI

(b) Using x1(0) = 45 and x2(0) = 0, design u such that y — 90 as
t — 0.

Solution: We choose the new augmented states

A= |,y

The augmented system with new system states is

z[k + 1] = Paugz[k] + Laygulk], ylk] = Cougz[K].
where,
1 0001 0
Poug = [‘g Fl(ODC)] — | -0.001 0.999 0.0005

0 0 0

0
Tayg = {FO(IDC)} = 0.0005

1

Cog=[C 0]=[1 0 0
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Example 3 TUTI

The controllability matrix of the augmented system is given by
Yaug = [Faug ¢augFaug ¢§ugFaug]

0.000000124979167 0.000000999458333 0.000001997958334
= {0.000499875000003 0.0009990 0.000998000001416
1 0 0

And since det(7,ug 7 0), the augmented system is controllable.
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Example 3 TUTI

We apply a control input
ulk] = Kz[k] + Fr

The feedback gain is designed using Ackermann’s formula. Towards this,
we first choose the closed loop system poles

(0.9 09 0.9].

0.0010  0.0000 —0.0000
H(paug) = (Gaug — 0.91)> = [ —0.0000 0.0010  0.0004

0 0 —0.7290
K=-[0 0 - 1]y3LH(¢ay) = [-1000.2 —28.7 0.7]
F = L =1000.5

aug( ¢aug aug K)ilraug
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Example 3 TUTI

We apply the above designed feedback and feedforward gains and obtain
the following response

95 T T

90

85 1
80| 1
75| 1

= 70F B
65 1
60| 1
551 1

50 q

45 i I I i I I I I I
0 0.1 02 03 04 0.5 0.6 0.7 0.8 09 1

Time

Settling time is arround 0.1 seconds.
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Example 3 TUTI

Plot of input signal
5
x10

1.5

ulk]

o 0.2 0.4 0.6 0.8 1

time

The input signal requirement is given by max u[k] = 102380.
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Example 3 TUTI

(c) Repeat part (b) assuming that the designer does not know about D,
and assumes D. = 0. Plot the system response.

Solution: The discrete-time system is given by
x[k + 1] = ¢x[k] + T"ulk], y[k] = Cx[K].
where,
= {—(}..801 8:88519] ’ r= [0.801}
For, u[k] = Kx[k] + Fr and o = [0.9 0.9]
we get, K = [-10004 —194], F = 10005.
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Example 3 TUTI

We apply the above designed feedback and feedforward gains and obtain
the following response

100 . . . :

90+

80r 1

70r 1

ylk]

60 1

50 1

time
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Example 3 TUTI

(d) Redesign the controller assuming a period h = 0.5s and a constant
sensor-to-actuator delay D, = 0.4s. And plot the system response.

Solution: We first obtain the augmented system dynamics as follows:

Subsequently, we follow the design similar to part (b).
For, a=[0.2 0.2 0.2]

0.0932  0.2506  0.1108

H(paug) = (¢aug — 0.21)3 = | -0.2506 —0.1574 —0.0489
0 0 —0.0080
K==1[0 0 - 1]7eH(daug) = [-0.9993 —1.5905 —0.6579]
F= 1 = 2.65

Caug(l - ¢aUg - FaugK)ilraug
ulk] = Kz[k] + Fr
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Example 3 TUTI

We obtain the following system response

110 T T

100}

90

80r

70}

ylk]

601

50}

40}

3% 10 20 30 40

time

Settling time is around 20s.
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Example 3

Plot of input signal

200
1501
1001
=
=
50
0
=l 10 20 30 40
time (sec)
Maximum input signal max u[k] = 195.60.
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Example 3 TUTI

(e) Repeat part (d) assuming that the designer does not know about D,
and assumes D. = 0. Plot the system response.

Solution: The discrete-time system can be obtained as

x[k + 1] = ¢x[k] + T"ulk], y[k] = Cx[K].

where,
o [ 0:8956 03773 - [0.1044
~ |-0.3773 0.5182|’ - 10.3773

For, u[k] = Kx[k] + Fr and o = [0.2 0.2]
we get, K = [-2.3215 —2.0445], F =3.3215.
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Example 3 TUTI

We obtain the following system response by ignoring the effect of delay

4
4)(10 . .

ylk]

0 10 20 30 40
time (sec)

-3 L

Clearly, the system is unstable if the design ignores the effect of delay.
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Example 3: Conclusion TUm

m The effect of sensor-to-actuator delay is prominent when the
sampling period is longer. Since the sampling period is very
short in part (a) and (b), part (c) shows that the effect of
sensor-to-actuator delay can be ignored. However, since the
sampling period is longer in part (d) and (e), the system gets
unstable when the effect of delay is ignored.

m The important design parameters are the following

m Sampling period (h)

System poles ()

Maximum input signal requirement max u[k]

System settling time

Sensor-to-actuator delay (D.)
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...coming back to implementation onto single-processor
platform. ..
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Recall: single processor setting m

Physical System

Sensors Actuators - Shared processor
- Control tasks
l T - Real-time tasks

‘A/Dl ‘D/Al

Tasks: [ Control Task: C; ] [ Real-time Tasks: T; ]
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Recall: controller design

Continuous-time
model

Sampled-data
model

Augmented
system

Controller
gains

04 August, 2019

x[k +1]

K=-

= ¢x[k] + I (D,

z[k+ 1] =

F =
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[0 0

X = Ax + Bu
y = Cx

4

Julk — 1] + I'(D.
Cx[k]

JulK]
y[k] =

4

¢aUgZ[k] + Faug”[k]
y[k] = Caugz[K]

U
Kz[k] + Fr

) ]'VaugH((ﬁaUg)

d’aug_raugK)_

ulk] =

Caug(l_ Faug
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Recall: schedulability analysis for single processor Tum

m Response time with fixed priority preemptive scheduling for the
given task set is given by:

Vjehp(i)
m Recurrence relation can be solved iteratively
Rn
R’n+1 = e,' —|— Z ’V -‘ej

vjehp(iy! P

starting with R =0
m Schedulability test implies worst-case response time must be
smaller than the deadline, i.e., R; = D;
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Overall design steps TUm

Partial
redesign

04 August, 2019

Ti: {pi' Di' ei} + Tc: {h' Dc' ec}

ﬁ Task models

‘ Controller design for D, < h ‘

J

‘ Response time analysis ‘

ﬁ R. and R,

(i) Ri< Dy (i) Re <D |

No

Yes
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Illustrative design example from automotive: Implementation of
cruise control system onto an ECU
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Problem Description m

m Consider the following dynamics of cruise control system

v(t) = Av(t) + Bu(t), y(t) = Cv(t),

vi(t) 0 1.0 0
v(t)= [w(t)|,A=| 0 0 1.0 |,
vs(t) —6.05 —529 —0.24
0
B=|o0|,c=[1 0 0
2.48

m It receives the reference or the commanded vehicle's speed from the
driver and regulates the speed following the driver's command. Based
on the reference speed and the feedback signals, the cruise control
system regulates the vehicle's speed by adjusting the engine throttle
angle to increase or decrease the engine drive force.

m The state vq(t) captures the speed of the vehicle and u(t) is the
engine throttle angle. The objective is to choose u(t) such that
vi(t) = r, i.e., a constant desired speed.
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Tm

The cruise controller has to be implemented on an Electronic Control
Unit (ECU) where a number of other period real-time tasks are also
running. The real-time tasks are characterized as follows:

Tasks | pi(ms) | Di(ms) | ei(ms) | Remark
T: 10 10 3 Real-time Task
T, 15 15 4 Real-time Task
T3 25 25 4 Real-time Task

Due to thermal constraint, the maximum processor utilization is Upax
=0.8.

The sensor-to-actuator delay of the control application must be con-
stant and must not exceed 50% of the chosen sampling period.

Assume that the measurement operation by the sensor task takes
negligible time. Also, the actuation takes negligible time.

The controller task of the control application has a WCET e, = 2ms.
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Design TUTI

sampling period h of the controller such that the utilization
limit is not violated

the scheduling policy on the control and real-time tasks such
that real-time tasks meet theirs deadline and controller task
meets its sensor-to-actuator delay constraint

the controller such that the cruise controller is able to track the
speed

04 August, 2019 Samarjit Chakraborty: Programming Intelligent Physical Systems page 57 of 68



Choice of sampling period Tum

The utilization by all the real-time tasks is given by

3 4 4
— 2 4 T 07267
Urr =10+ 15 T 25

The utilization available for the control application
Uc = Unax — UpT = 0.8 — 0.7267 = 0.0732
With the sampling period h,

Ue > % s h>27.32ms

We choose h = 30ms. Since the sensor-to-actuator delay must not
exceed 50% of the length of sampling period h, the deadline D, for
the control task T, is 15ms. Therefore, h = 30ms and D. = 15ms.
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The resulting task set including the control task becomes:

Tasks | pi(ms) | Di(ms) | e;(ms) | Remark
T1 10 10 3 Real-time Task
T> 15 15 4 Real-time Task
T3 25 25 4 Real-time Task
T 30 15 2 Control Task
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Scheduling policy Tum

First, we try fixed priority with rate-monotonic scheme. The task
priorities as follows

Tasks | pi(ms) | Di(ms) | ei(ms) | priority Remark
T1 10 10 3 1 Real-time Task
T> 15 15 4 2 Real-time Task
IE 25 25 4 3 Real-time Task
T h=30| D. =15 2 4 Control Task

With rate-monotonic scheme, we obtain the response times
Ri =3ms, R, = Tms, R3 = 14ms, R, = 20ms

Clearly, Rc > D¢ is violating the timing requirement. Therefore,
timing requirements are not met with rate-monotonic scheme.
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Tm

Next, we try fixed priority with deadline-monotonic scheme. The
task priorities as follows

Tasks | pi(ms) | Di(ms) | ei(ms) | priority Remark
T1 10 10 3 1 Real-time Task
T> 15 15 4 2 Real-time Task
IE 25 25 4 4 Real-time Task
T h=30| D. =15 2 3 Control Task

With deadline-monotonic scheme, we obtain the response times
R;y =3ms, R, = 7Tms, R3 = 20ms, R, = 9ms

Clearly, the timing requirements are met. The deadline monotonic
scheme meets the timing requirements and we assign priorities as
per deadline monotonic scheme.
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Controller Design TUTI

We have sampling period h = 30ms. With deadline monotonic
scheme, the worst-case response time is R = 9ms. Therefore, we
design the controller with sensor-to-actuator delay 9ms, i.e.,

D. = 9ms.

x[k + 1] = ¢x[k] + 71(Dc)ulk — 1] + vo(Dc)ulk]
y[k] = Cx[K]
[1.0000  0.0300  0.0004

¢ = |—0.0027 0.9976 0.0299
—0.1806 —0.1606 0.9905

[0.0000 0.0000

v1(De) = {0.0005| ,vo(Dc) = |0.0006
0.0519 0.0221
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We choose new system states: z[k] = [u[)li[i] 1]]

The resulting augmented system is:

Z[k + 1] = ¢augz[k] + ’YaUgu[k]
ylk] = CaUgZ[k]
1.0000 0.0300 0.0004 0.0000

Bove = ¢ 71(Dc) ~1=0.0027 0.9976 0.0299 0.0006
e 10 0 " |—0.1806 —0.1606 0.9905 0.0221
0.0000 0.0000 0.0000 0.0000
0.0000
D, 0.0005
o= [7109] = 2995 ., [ o =[1 0 0 o
1.0000
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m The controllability matrix

Yaug = [’Yaug QZ)aug’Yaug (z)?ug')/aug ngug'}’aug}

0.0000 0.0001 0.0002 0.0003
0.0005 0.0027 0.0048 0.0070
0.0519 0.0734 0.0723 0.0708
1.0000 0 0 0

m det(Yaug) # 0 indicates the augmented system with sensor-to-
actuator delay D¢ is controllable.

m With a = [0.9 0.9 0.98 0.98}, the feedback gain is:
K==[0 0 .. 17k H(baus)
= [04773 0.3265 —0.1579 0.7799)]
The feedforward gain is F = 0.0601
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The system response is the following with initial condition

Tm

v1[0] = 30m/s, v2[0] = 10m/s?, v3[0] = 5m/s3. It takes 20 sec to

reach a velocity of v4[0] = 50m/s
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The maximum throttle angle is: u[k] = 122.08°
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Tools for Timing Analysis

Tm

There are various commercial timing analysis tools that are used in
the industry.
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Seamless integration of SymTA/S with ETAS tools

With its products designated SymTA/S and TraceAnalyzer, Symtavision offers a consistent, AUTOSAR-

Symtavision GmbH

conformant tool chain for the planning, optimization, and verification of the real-time capability of

dded systems. It seamlessly in

is true of the latest releases, i.e., Sym

Using SymTA/S, software developers
can efficiently analyze the timing
behavior of functions developed in
ETAS ASCET directly from within the
ASCET environment. Itis also possible
to optimize the schedule and task lay-
aut of the ETAS RTA operating system
50 as to permit the best possible use
of avalable resources

Working closely with ETAS, Symta-
vision offers a plain interface to the
AUTOSAR tools of the ETAS ISOLAR-A
tool chain, which s also based on the
open AUTOSAR tool platform (Artop)
ISOLAR-A's arxml files are directly im-
ported in SymTA/S, providing devel-
opers with the means for the con-
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of the ten Contributing Members,
‘which also include BMW, Continental,
and Peugeot/Citroén.

Dr. Kai Richter, CEO of Symtavision, is
enthusiastic about his company's well-
earned recognition “Our new role as a
Contributing Member of the Artop User
Group underscores our contribution to
the development of AUTOSAR-confor-
mant systems and ECUs. It also em-
phasizes our motivation for partici-
pating in the work on a shared found-

3.2 and TraceAnalyzer 3.2

rates with the ASCET and ISOLAR-A tools from ETAS. The same

ation for AUTOSAR development tools.”
“Also, the deployment of Artop helps
usto reduce the development costs for
basic functions of our products, and to
keep the development focus on our
unique features and custorner benefits
At the same time, as Contributing
Member, we will be able to integrate
our extensions and improvements of
Artop in future releases. That way, we
can make these benefits available to
others as well.”

Manabendra N. Gupta ~ Product Manager ASCET at ETAS
“With ASCET, the implementation of functional or physical behavior in production
software is both efficient and safe. However, some aspects that have largely been
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Tools for Design Space Exploration Tum

We have seen that the architecture and the implementation of
the system impacts control performance.

There are also several tools for automated architecture synthesis
and design space exploration.

n Space Exploration X
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ign-Sp: ion: The Octopus Toolset
Today's embedded systems are rapidly becoming more complex. A systematic model-driven design trajectory is needed to provide high-
quality, cost-effective systems. The Octopus toolset provides support to model, analyze and select appropriate design alternatives in the
early phases of product development.

* 201609: Journal paper on trace analysis
published in STTT (see publications)

+ 201512: Performance engineering approach
presented in PROMOTE2015 workshop

+ 201409: Journal paper describing an
architectural blueprint for performance
modelling published in STTT (see publications)

* 201209: FORMATS 2012 keynote by Twan
Basten on MDDSE and the Octopus toolset
(see publications)

« 201111: EUC 2011 paper explains how to
handle uncertainty in trade-off analysis (see
publcations)

+ 201105: SAMOS 2011 papgr details the.
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e 201012 SDF3 dataflow analvsis tool

The Octopus Toolset
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