Programming Intelligent Physical Systems Examination

IIT Kharagpur, Tuesday, 13 August, 2019

9 b
[Open Book Exam, Calculator Allowed, Computer NOT Allowed]
[Time allowed: 60 mins| [Maximum Marks: 200]

Question 1 [20 marks]
Consider a dynamical system with the following system equation:
T+ 32 + 2x = du.
The input and output of the system is respectively v and y = . The initial conditions are x(0) = 0,
#(0) = 0. Is the system stable? Give reasons for your answer.
Solution 1

Using the Laplace transform,
52X (s) — sx(0) — #(0) + 3(sX(s) — x(0)) + 2X(s) = 5U(s) [5 marks]

If (0) =0, ©(0) = 0, the system equation in frequency domain is simplified to
(s +3s+2)X(s) = 5U(s)

B Y (s) B X(s) 5 B 1
U(s) U(s) s2+35+2 (s+1)(s+2)
Correct G(s) [5 marks]

So the system has two poles p; = —1, po = —2 and no zeros.
Correct system poles [5 marks]
All system poles negative — the system is stable.

System is stable [5 marks]

Question 2 [20 marks]

Consider a dynamical system with the following state-space model
X = 01 X+ 0 U
-6 5 1
Y= [1 O] X

Design the feedback and feedforward gains such that the closed-loop system has poles p; = —1,
p2 = —1L.



Solution 2

Let the control law be: © = Kx + F'r.

Close-loop system:

x=Ax+ B(Kx+ Fr) = (A+ BK)x + BFr

0 1 0 0 1

Correct A, [5 marks]
Characteristic equation of the close-loop system:
det(\NI — Ay) =0

A -1
6—k AX—Fka—5

Correct characteristic equation A, [5 marks]

det(\I — Ay) = det( ) =A% — (ka +5)A+6 — Ky

System has poles p; = —1, po = —1, this implies that the characteristic equation: A24+2A+1 = 0.
Hence, —(k2 +5) =2, 6 — k1 = 1, and therefore, k1 =5, ko = —7.

Correct k; and ky, i.e., the feedback gain K [5 marks]|

Eo= A —1BK)1B
B 1
"o e
1

Hence, K = [5 —7] and F' = 1. Correct feedforward gain F' [5 marks]

Question 3 [40 marks]

Consider the following task set running on a single processor.

T; pilms] D;[ms] e;[ms]

7y 10 ) 3
T 15 8 3
T3 20 10 )




What is the processor’s utilization? What is the demand bound function for this processor over
the interval [0,30]lms? What is the processor’s load in this interval? Is the task set schedulable?

Solution 3

Utilization U = 2?21 & — 1% 4 1% +

_ 3 3 5 __
& =343 45 =07

€3
p3

Correct utilization [5 marks]

The demand bound function: h(t) = " ; max(0, {t_p?" +1])e;.

Vi, Di < pi = h(t) = [P 1 er+ [ S22 41 oo+ | 528 41 ez = [P+ 134 [ 2 +1)3+ | 5552 +1]5.
Events at: t = 5,8, 10, 15, 23, 25, 30.

Identifying the correct times at which the demand bound function changes [10
marks]

h(0) = 0,h(5) = 3,h(8) = 6,h(10) = 11, h(13) = 14, h(23) = 17, h(25) = 20, h(30) = 25.

All correct values of the function h() [10 marks]. Each incorrect h results in -2
marks. Minimum possible marks is 0.

Processor load in [0, 30]ms: load = mam(@) = % =1.1>1.0.

Identifying ¢ = 10 [5 marks]. Correct value of load at ¢t = 10 [5 marks].
Hence, the task set is not schedulable.

Not schedulable [5 marks]

Question 4

Consider a control plant with the following continuous-time dynamics:

T = Az + Bu
y=Cx

Assume that the above system is sampled using a ZOH with constant sampling period h and the
sensor-to-actuator delay is represented with 7, where 7 < h.

The control objective for the system is to achieve y[k] — 0 as k — oo from any initial condition
z[0]. Towards implementing a controller to achieve the above objective, the control software is
implemented onto a processor. The processor is running a real-time operating system which follows
a fixed priority preemptive scheduler. Moreover, the processor also runs three other periodic hard
real-time tasks which are represented as follows,



Tasks p;[ms] D;[ms] e;[ms]

Ty ) ) 1
Ty 25 25 4
13 15 12 2

where p;, D; and e; are respectively period, relative deadline and WCET of task 7;. The control
software for the system is partitioned in the following way: three tasks T, (actuator task), T
(compute task) and T (sensor task).

Feedback Loop

Loop: start

Task —
T, SensorTas — | measure

T, Controller Task |—00 |

l

T, Actuator Task —

compute

| actuate

Loop: goto start

e Clearly, implementation of a controller needs to map three additional tasks T,, T. and T
onto the processor.

e T, and T, have WCET times 0.2ms and T, has WCET 2ms.

e For a given sampling period h of the controller, T, : {p;, Di,e;} = {h,0.05h,0.2ms}, T :
{pi; Di, ei} = {h,0.05h,0.2ms}, T, : {p;, Dy, e;} = {h,0.4h,2ms}.

e Because of thermal constraints, the maximum utilization U,,,; of the processor can be no
more than 60%.

e In order to facilitate easier implementation of the current and also future applications, all the
tasks running on the processor should have periods that are multiples of 5ms.

Question 4(a) [45 marks]
What is the minimum sampling period h such that all real-time and control tasks are schedulable?
The scheduling scheme to be used on the processor is the deadline monotonic scheduling. Assign

priorities to the tasks and perform a response time analysis and show the results. Is the system
schedulable?

Solution 4(a)

Processor utilization:
U—1+ 4 n 2 +0'2+0'2+2<06
5 25 15 h h  h—



Hence, since h > 22.5ms, let us assign h = 25ms.
Correct sampling period i [10 marks]

Scheduling according to DM:

Tasks p;j[ms| D;[ms|] e;j[ms] prio

T, 25 1.25 0.2 1
T 25 1.25 0.2 2
11 ) ) 1 3
T, 25 10 2 4
13 15 12 2 )
Ty 25 25 4 6

Response time analysis:

RY=0,R! =02 R?>=0.2,R, = 0.2 < 1.25 — deadline met

R =0,R! =0.2,R*=0.4,R? = 0.4, R, = 0.4 < 1.25 — deadline met

RY=0,R{ =1,R? =14,R} =1.4,R; = 1.4 < 5 — deadline met

R =0,R! =2,R?=34,R? =34, R, = 3.4 < 10 — deadline met
RY=0,R}=2,R:=54,R} =6.4, R} = 6.4, R3 = 6.4 < 12 — deadline met
RY=0,R}=4,R}=94 R} =104,R; =11.4, R} = 11.4, Ry = 11.4 < 25 — deadline met

Hence, the task set is schedulable with the chosen sampling period.

Correct response times of all tasks including R,, Rs and R. [30 marks, 5 marks for
each correct answer]

All tasks are schedulable [5 marks]

Question 4(b) [75 marks]
Now consider the continuous-time dynamics described below.

=2 el
y=1[1 0=

With the previous choice of sampling period h, design a state-feedback controller to place the
closed-loop poles at p; = 0.9, po = 0.9 and p3 = 0.9. Consider the case that in each sampling
period, the tasks Ts, T, and T, are released respectively at ¢t = Oms, t = 1.25ms and t = 9.8ms.
Assume that the following assumption holds.

zlk + 1] = ¢z[k] + T1(De)ulk — 1] + To(D,)ulk]
d=e M ~T+ Al

I'(D.) ~ D.B

Lo(D.) = (h— D.)B



Note: For simplicity, only steps for the computation of the feedback gain K should be shown.
In particular,

(i) What is the value of v444?

(ii) What is the value of H(¢paug)?

(iii) What is K in terms of 74y and H(¢gug)?

Solution 4(b)

The response times of task T, T, and T, are 0.4ms, 0.2ms and 3.4ms, so T can be finished before
T, starts and T, finished before T,. The sensor-to-actuator delay D, = 10ms.

A= [(1) H,B: m,cz[l 0]

Correct A, B, C' [10 marks, 0 if any one of them is incorrect]

bt [U A [ 1 002) o fo] [0
h h+1 0.025 1.025|° h 0.025

Correct numerical value of ¢ [10 marks]

cio-no= )

Fo(De) = (h = De)B = [0.815]

Correct I'; and I'y [10 marks]

= |

<l + 1] = Gaug2 k] + Taugulk], ylk] = Cang2[K]
Correct z[k] and z[k + 1] [5 marks]

Paug = [¢ Fl(T)] Taug = [TOT} ,Cang = [C 0]

0 0 1
1 0025 0 0
Bong = [((;)5 Fl(ODc)] = 10.025 1.025 0.01|,Tqyy = [F()([DC)} = 10.015| ,Coug = [C O] = [1 0 0]
0 0 0 1

Correct ¢augy I'aug and Cyyy [15 marks], 5 marks for each

0  0.0004 0.001
Yaug = [Laug  Gauglang 2uglaug] = |0.015 0.0254 0.026
1 0 0



Correct numerical value of 74,4 [10 marks]

K =— [0 0 1] 7(1_1}gH(¢aug)

where

H(¢aug) = (Qbaug - 09])3
Correct value of H(¢qyy) [10 marks|

Correct value of K [5 marks]



