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In this work, the problem of topology control for self-adaptation in stationary Wireless Sensor Netwo;
(WSNs) is revisited, specifically for the case of networks with a subset of nodes having temporaw C
impairment between them. This study focuses on misbehaviors arising due to the presence of
[Misra et al. 2014; Roy et al. 2014c; Roy et al. 2014b; Roy et al. 2014a; Kar and Misra 2
sense its surroundings, but cannot communicate with its neighbors due to shrinkage in its
range by the environmental effects attributed to change in temperature, rainfall, and fog. Hov
node is expected to behave normally on the onset of favorable environmental conditions. Therefore, the
presence of such dumb nodes in the network gives rise to impaired connectivity bet a subset of nodes,
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1. INTRODUCTION

Due to the rapi ement of Micro Electro-Mechanical Systems (MEMS), Wire-
less Sengor N rks (WSNs) have attained prominence in application domains which
requi it ysical phenomena and objects [Chandrasekar et al. 2008; Bhat-
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A:2 A. Roy et al.

tacharjee et al. 2012; Fok et al. 2009]. A WSN consists of a set of low power sensor
nodes, with each having limited transmission range. Consequently, the intermediate
nodes act as relays to forward the sensed information to the sink [Akyildiz et al. 2002b;
Akyildiz et al. 2002a]. Irrespective of the issue of self-adaptation and the type of de-
ployment, sensor nodes work in a collaborative manner to measure their surrounding
physical parameters such as light, pressure, temperature, humidity, and vibration.
Consequently, active participation and collaboration of an optimum set of nodes is cru-
cial to maintain Quality of Service (QoS) in the network. Maintaining connectivity
among the nodes is essential for achieving this [Fan and Jin 2010; Zhang et al. 2009]

Various env1ronmental conditions such as temperature, fog, and rainfall 1mp

nicate with its neighbor nodes, Wthh were, otherwise, previously within th !
cation range of that partlcular node. In such a scenario, connectivity ig lost between the

sensor nodes, and thus, one or more nodes get isolated from the n k. Such nodes
can sense their surroundings, but cannot transmit the sensed dat thelother nodes.
These nodes are characterized as dumb [Misra et al. 2014; R a a; Roy et al.

2014c; Roy et al. 2014b; Kar and Misra 2015]. It may b
unique type of misbehavior and its difference with other

ote mb behavior is a
i vigrs or channel fad-

in the network in the presence of dumb
in order to re-establish connectivity.
solution we propose are specifically
: r. Additionally, many price-based

Jlliu and Krishnamachari 2006; Edalat

behavior of sensor nodes, we propose a sche
We emphasis that the problem we address.a
targeted to address this unique type off

data packets between a pair of nodes in Witeless networks. To address the issue of dis-
connection among nodes due to,dum

;.\ i
S C

onstrained, unattended, and autonomous. So, they are
prone to denial of gervic oS) attacks, wormhole attack (specifically, in IP-based
WSNs) [Sarigi 1 et al. 2015b], sybil attack [Sarigiannidis et al. 2015a], faults,

reliable path.

bad environ ffeets, and misbehavior [Krishnamachari and Iyengar 2004]. In
this w, e fetus e dumb behavior [Misra et al. 2014] of nodes, which is caused
by kageéift" communication range due to environmental factors such as fog,
temp e, and rainfall. Therefore, connectivity may be lost between nodes in a net-

he sensed information by these nodes cannot be transmitted further. In
SN, it iimportant to ensure that every sensor node can communicate with the
nk directly, or over a multi-hop path [Lloyd 2007]. Due to the temporal nature of the
ironmental effects, a sensor node exhibiting dumb behavior at a particular time
t, may not exhibit this at a later instant. When dumb behavior arises in the

nsor nodes, the intermediate nodes need to be activated for maintaining adequate

nnectivity. As sensor nodes have limited energy, the cost involved in to the activa-
tion of intermediate nodes throughout the network life-time is high [M.Chatterjee and
Sengupta 2010; Wang et al. 2009]. Therefore, a subset of intermediate nodes should be
activated to maintain connectivity between nodes in a network, instead of all of them.
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With the restoration of favorable environmental conditions, the sensor nodes start op-
erating as normal and these newly activated intermediate nodes should be progres-
sively deactivated, in a self-adaptive manner to avoid redundant connectivity [Misra
et al. 2011] for reducing the overall energy consumption of the network. It is indeed
true that the connectivity re-establishment problem is well-known and is extensively
researched, as stated earlier. But, there is no literature which addressed connectivity
re-establishment in the presence of dumb nodes. This work is the first to address the
problem. Moreover, the concept of dumb node is newly explored by Misra et al. [2014].
Further, the existing schemes for re-establishing connectivity among sensor nodes as
sume stationarity in behavior, which make them unsuitable for use in the case of du
nodes. ’

1.2. Contribution

as temperature, rainfall, and fog. Consequently, there is loss in ¢
the activated nodes, isolation of node(s) from the network, and n
The problem is interesting, as the effect is not permanent. It i

restoration of favorable environmental conditions, the
operations. The specific contributions in this paper are su

ork partitioning.
ierit, as with the
es rm their normal
arizedsas follows:

— Proposing a price-based scheme for establishi path between different nodes,
which is disconnected due to the shrinkage in co nication range, and thus, en-
suring that the selected path is the most reli the existing ones.

— The proposed solution is theoretically char rized from different perspectives.

— Simulation-based performance evolution of t

done in this area. Section 3.1 defines a dumb nede and gives the characteristics of it.
gtivity loss and their respective topology
ution is proposed in Sections 4 and 5. We
ulation settings in Section 6. The analysis
ction 7. We conclude the work in Section 8.

changes. The system is modeled 3
design the simulation and descgi

and discussion of results are @
2. RELATED WORK

In WSN, cooperatio nsor nodes is a very important factor for maintaining
successful operatiombf th ork. Due to disruption (breakage) of links, existing co-
0 is
n

operation amon st. This result in the degradation in the performance of
the network. ain [Misra and Jain 2011] proposed a Markov Decision Pro-
cess (M bagéd self-configuring and self-healing algorithm for activating optimal
numbe eig odes, which form the backbone of the entire network. However,
avior impedes the neighbor nodes to communicate and get activation mes-
mokun and Frolik [Fanimokun and Frolik 2003] discussed various issues
of.,connectivaty with a low-cost environmental sensing network. They have experimen-
y evaludted the propagation effects for three environments: open, wooded, and hilly.
voisin et al. [Bonvoisin et al. 2011] addressed the issues related to environmental

s of WSN, and proposed an assessment model for it. This assessment model is

séd on a two part analysis — life cycle assessment, and network energy. They de-
gned the environmental impacts as a sum of different stages namely deployment,
replacement, energy consumption, and dismantling. The authors compared the result
for two scenarios: (a) exploitation, and (b) deployment dismantling. Rajagopalan and
Varshney [Rajagopalan and Varshney 2009] considered the variation in connectivity in
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WSNs with time. The environmental effects such as rainfall and growing plant reduces
the signal strength for communication between sensor nodes.

Fog, rainfall, and snowfall have detrimental effects on signal propagation and link
quality of WSNs. These environmental effects reduce the signal strength, as they
severely affect the communication range of a sensor node [Nadeem et al. 2009; Anas-
tasi et al. 2004; Bannister et al. 2008; Markham et al. 2011]. Consequently, communi-
cation range of sensor nodes may shrink, which may lead to some of the nodes getting
isolated from the network, resulting in partitioning of the network into many parts.
Anastasi et al. showed the change in performance of a sensor node due to the presenc
of environmental effects [Anastasi et al. 2004]. Paradis et al. reported that perman
or temporary wireless link failures can happen due to the change in envj
conditions [Paradis and Han 2007]. Again, Bannister et al., Nadeem et a
et al. reported that temperature is also one of the inﬂuencing facts a

and coverage in the network using a localized control technique.
Ammari and S. K. Das 2008] discussed the issue of coverage and nectivity. In this
work, the authors consider two problem — Sensing Coverage e
ey ed the correlated
disk model for addressing these issues, considering non-orthogonal/nature of sensing
coverage and network connectivity.

There exit saliency in difference between the behayior and behaviors aris-
ing due to other impairments such as fadi
Some of the existing literature are discuss
estimated correlative information with differ
cess channel. They evaluated the asymptoti
nel. However, they have not proposed a

ere. Banavar et al. [Banavar et al. 2010]
channel conditions over multiple ac-
tion of multiple access fading chan-

arying fading channels and proposed
a two-phase transmission scheme i lect a subset of sensors to transmit the
sensed observation to the Fusion;
hansson 2013] estimated sufficie

S rks, while the underlying network is described
as a (semi-) Markov chain. He they have not proposed any solution to overcome

On the other han
ied the effects on

t al. [Biswas et al. 2013] presented a work that stud-
iency due to the placement of relay in a Wireless Sensor

vironmental effects other than fading. Liu et al. [Liu 2006] discussed the
e MAC protocol of Wireless Sensor Network in the presence of fading and
dowing. Authors concluded that fading and shadowing have significant impact on
rformance of a WSN. However, they did not propose any solution to overcome
environmental effect. Primarily, the work of Dong et al. [Dong et al. 2007] focuses

the fading channel, in which they calculated the probability of a node being isolated
from the network. Thereafter, the probability of forming a connected network is cal-
culated. The authors in this work show the degradation of the network performance
with the help of numerical results. Further, the authors determine the minimum den-
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sity required in order to form a connected network. Fang and Li primarily focused
on fading and noise in a channel [Fang and Li 2008]. Further, the authors present a
scheme designing the compression matrices. This work does not give any solution on
the temporal behavior of a node, which can be taken into account in order to increase
the network performances.

There also exit several existing literature on split network. Some of the existing
literature are discussed here. Ammari et al. [Ammari and Das 2006] developed the
Augmented Equilateral Triangle (AET) model, which guarantees sensing k-coverage,
and proved that network connectivity of homogeneous and heterogeneous of k-covere
WSNs (kCWSN) is higher than the degree of sensing coverage. Tseng et al [Ts
et al. 2010] con51dered 1solated WSNs that are d1sconnected from the ou si

infrequent collectlon of data from the isolated network. Dini et al. [Dini et
proposed a method for repairing a split network. They used mobile nodes by finding
the proper position in the network, so that connectivity between t sor nodes can
be re-established. However, this method may not be useful w en the WSN deployed
area is not planer. In the presence of any obstacle, there is di e movement
of mobile nodes. Yang et al. [Yang et al. 2013] propo Local Stitching
(DLS) algorithm that ensures repairment of the broken path 1 SN. In DLS, the

al. [Senel et al. 2011] proposed a spider-web based approach with the help of minimum
spanning tree to reconnect the partitioned network. ep€l et al. 2011], they con-
sidered partitioning occurring due to the d
nodes to reconnect the partitioned network, which is permanently deployed. However,
there may arise the condition that the nety

conditions such as fog, and rain-
fall. In such a scenario, permanent deploymentiof relay nodes may not be suitable, as
i the onset of favorable environmental

1solation property in a WOSN. Khelifa et al.
[Khelifa et al. 2009] studied oblem of loss in connectivity in a mobile wireless
sensor network. They eme which enables to monitor, maintain, and re-
pair network conne refore the proposed scheme is useful to increase the

degree of connectivity in t twork. Yet, the increasing degree of a node does not en-
sure connectivitydr resence of environmental effects, as the communication range
of each node r es to the presence of adverse environmental effects. However,
this 1i resdlo not consider the dynamic loss in connectivity in WSN. We consider

en et disconnected dynamically from the network in the presence of
tal conditions.
hese existing literature studies the problem of link re-establishment in
hich is characteristically dynamic and temporal in nature. At this junc-
re, it is pértinent to emphasize that both “dynamic” and “temporal” behaviors in con-
tivity due to the presence of environmental conditions make this problem unique,
nsequently, interesting in the case of dumb nodes. Additionally, the existing
rks do not provide any scheme for re-establishing connectivity in the presence of
ch environmental conditions. Thus, the problem discussed in this paper is unique
and is not addressed in any literature. A review of the existing literature reveals
that different types of topology maintenance and connectivity re-establishment mech-
anisms are used between the isolated nodes and the partitioned network. However, all
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these mechanisms may not be suitable for establishing connectivity between isolated
nodes due to shrinkage in communication range in the presence of bad environmen-
tal conditions. The temporal nature of bad environmental conditions leads to variable
shrinkage of communication range, which changes the neighbor list of a node at differ-
ent times. The change in neighbor list renders the topology of a network to vary with
time. Consequently, the existing solutions are of limited use in such scenarios.

3. PROBLEM DESCRIPTION
3.1. Dumb Nodes

Our work is based on the concept of dumb nodes. As mentioned in Section 1, d
behavior arises due to the occurrence of increase environmental phenome
fog, rainfall, and temperature. If the transmission range gets affected, the
sense the physical phenomena in its surroundings, but cannot communica
other nodes.

We have considered two types of nodes in the network — (a) normal behavedwode,
and (b) dumb node. Further, all the sensor nodes are considered t homogeneous,
which implies that each node has the same capabilities of sensin nsmitting, and

receiving. Table I lists all the notations used in this work.

Table |. Notation Table /\
v

U, Normal behavior of a node
Wy Dumb behavior of a node
Required communication ranggyof a node to a neighbor node ne
Distance to the nearest active’ni bor node

Maximum specified fixed communi€ation range of sensor node
Communication range at time_ insta
List of activated neighbor ny
Intensity of bad environmental
Receiving power
Power density
Transmission pow
Transmission gai

Notation Description

residual energy
receive signal strength

imum receive signal strength

imum hop-count of a path

ost of node n; to precipitate in connectivity re-establishment
Expected time to reply from END node

Expected time to repeat the algorithm

Benefit of node n;

Cumulative benefit of node n;

finition 1. Normal Behavior: A sensor node, which can sense the physical phe-
mena in its surroundings and transmit the sensed data during its entire lifetime, is
ermed as normal behaved node. Such behavior is denoted as V,,.

- 1, (0 < dmin < Tc(ti) < R) Vit;
"7 10, otherwise
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Definition 2. Dumb Behavior: A sensor node that can sense the physical phenom-
ena in its surroundings, and cannot transmit the sensed data at a certain instant of
time due to the presence of adverse environmental condition, but transmit at a later
instant with the resumption of favorable environmental condition, is termed as a dumb
node. Such behavior is denoted by V,;. Mathematically,

U, = ]., {(0 < dmzn < Tc(ti) < R)} A {0 < Tc(tj) < dmzn < R)} Vtth t; 7é tj
=30, otherwise

In Fig. 1, we focus on a part of the deployed WSN. Here, node A represents any nod
in the network. At time instant ¢;, the communication range of node is r.(¢;). All o

all the neighbor nodes of A, node B is the nearest neighbor node. Thus,
distance between nodes A and B as d,,i,. At time instant ¢;, due to the presenceof
adverse environmental conditions, the communication range of node A sheis
dmin and it becomes 7.(¢;). At the time instant ¢;, all the neighbor nodes of ©
out side its communication range,r.(t;). Consequently, node A is unable to communi-
cate with any of its neighbor nodes.

dmin be the distance from the node A to its nearest neighbor no which is math-
ematically represented as:

(1

Amin = min(ry¢) Vne

where min(r?¢) is the minimum communication r

Due to environmental effects, at time ¢;, afpode becom ated when its communi-
cation range shrinks below d,,in, i.e., 7¢(t;) <'@ypin-

" Fig. 1. Shrinkage in Communication Range of a Sensor Node

ange of Topology due to Dumb Nodes
e’intensity of bad environmental effects may vary both spatially and temporally.
onsequently, the shrinkage in communication range of a sensor node also varies. In
the existing literature [Boano et al. 2010], [Markham et al. 2011], it has been estab-
lished that with the increasing value of temperature, and rainfall, the effects on signal
strength also increases.
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Proposition 1. If the effect of environmental intensity increases, the communica-
tion range of a node decreases.

PROOF. The intensity of environmental effects is denoted by E;. We know that the
receiving power, P,., decreases with the increase of intensity of these environmental
effects. So,

1
— x P. 2
E; x (2)
Power Density, P; = R2 , where P is the power density, P; is the transmission powe
G, is the transmissmn gain, and R is the transmission range of a sensor node, res
tively. For computing the minimum power density (Py)min, there is maxi g
R’ITL(IZE
PGy
P, min —
(Fa) 47rR$,mx
(Pd)min47TR2
G — max 3
t= p 3)
If the maximum transmission range R,,,, increases to R, .., r sion gain Gy
also increases. We have,
Gy = (4)
From Equations (3) and (4), we get,
Gy
(5)

/t R’2

From Equation (5), we have,

E;!u (6)
Again, from Friis’ Equation[Levis/2005[J4we have,
G:G

(7

where, P, and P; are thé récel nd transmlttlng power, G, and G, are the receiver

and transmitter g & wavelength, and d is the distance between the two an-

tennas. When the s to G}, the changed receiving power,

)\ 2
_ PG.G, <4 d) )

Fr ations (7)’and (8), we have,
P, x G, 9
Exom Equations (6) and (9), we have,
r X Ry (10)
T quation (2), put the value of P, in Equation (10),
_ a

From Equation (11), it is found that an increase in the intensity of these environmen-
tal effects determines the impact in the range of communication of a sensor node. 0O
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(a) Normally Connected Active Nodes (b) Connected Active Nodes
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N ~ v J /
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\ . \ -

\ . \ ~
\ S
(ii ¢ P )

(c) Disconnected Group of Active (d) F
Nodes

Fig. 2. Change in Topology due to Shrinka, Communicati ange[Misra et al. 2014]

We consider a network as shown in Fig. onSéquently, a network can be consid-
ered as a graph G = (V, E), where the s s is represented by V, and the set of
links between nodes is represented umber of nodes |V| = n. The sink node

is denoted as s € V. Depending of the inkage of communication range of sensor
nodes, the effects due to environme factors are classified into the following cases:

d environmental effects is very less, there may
n range. This minimum shrinkage does not affect
etwork, and it disconnects few existing connectivities.
Due to low inten environmental effects, the received signal strength
may decrease, but ove the communication threshold for few links. In this

case, every a no emains connected with every other node in the network
via sing multi-hop connectivity, as shown in Fig. 2(b). This can be defined
¢ a1l

be shrinkage in the co
all existing connectivitysi

3 € V there exists path a sv.

ase, as there is no loss of connectivity, there is no need to activate any
ate node(s). However, in respect of quality of service, there may be packet
hrinkage of communication range, and as a remedy, the intermediate
e(s) need to be activated. Our work concerns connectivity only, as we do not
sider the issues related to quality of service.

2: If the intensity of the bad environmental effect is non-uniform, there

ay be splitting of network into many parts. In Fig. 2(c), node A is affected by bad
environmental effects and there is shrinkage of communication range (shown by
dotted). Consequently, the original network is split into three parts. Mathematically,

this can be defined as, for all positive integers ny,ns,- - ,ng, such that Zle n; =n,
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there exists a partition of V(G) into k parts Vi, Vs, .-+, V; such that |V;| = n;, and V;
induces a connected sub-graph of G for 1 < i < k and Vv € V; there is no path sv.

In this case, as there is loss of connectivity between node(s), it is necessary to
activate intermediate sleep node(s) to re-establish connectivity between the isolated
node(s).

Case 3: If the intensity of the bad environmental effect is extreme, all the nodes in
the network may become isolated from one another. There will be no path from a node
to the sink node. In Fig. 2(d), it is shown that there is isolation between nodes due t
shrinkage of communication range. Mathematically, Vv,Vw € V there is no path

when v # w. ’

ticipate to re-establish connectivity between them by activating the inter
node(s).

4. SYSTEM MODEL

In this work, we have specifically considered network partiti and isolation
of nodes due to dumb behavior. A sensor node becomes 1s la at Ja particular
time instant, but remains connected at a different ti n e to the dy-
tablish the most
reliable path between these disconnected nodes by, activating the intermediate sleep
nodes. For re-establishing reliable connectivit e proposed ‘scheme activates a

One of the two disconnected nodes star
price-based scheme. The price-based schem@élis formulated'as I' =< P, B >, where P is
the set of participants, i.e., P = {p1,p2,p3, - },and B = {b, | p € P} is the set of
benefit functions. In our proposed algorit e three types of nodes as follows:

we

START Node: A node S is said to be RT node, if it satisfies the follow-
ing conditions:
i. S'is a dumb node

ii. S initiates CoRD to conneet with. an’ EN D node

END Node: A node E is said %o
i. Being a parent node.
ii. Choosing one ofst s from itself to S.

EN D node, which is responsible for:

MASTER Node A node which is responsible for:
i. Calculati SO enefit, final benefit, and cumulative.
ii g the process by activating neighbor nodes within its reduced commu-

=1

ge.

ion of GPS-enabled sensor nodes are deployed over a terrain. After deploy-
nt, eve ode chooses its parent from the neighbor nodes that are within its com-
unication range. Through the parent node, a node can communicate with the sink
e, i.e., if a node is connected to its parent node, then it is able to connect with the
fter finding the parent node, each node holds its respective parent ids. Due to
e’existence of adverse environmental effect, there is shrinkage in communication
nge in one or more node(s), and, consequently, the connectivity between a node and
the parent node is lost, which, in turn, results in loss of connectivity with the sink node.
In such a situation, a node having lost—connectivity with the parent initiates the pro-
posed scheme Connectivity Re-establishment in the presence of Dumb Nodes (CoRD) to
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re-establish connectivity. In CoRD, the isolated node activates the intermediate sleep
nodes to re-establish connectivity with its parent node. In energy-constrained WSNs,

(a) Case 1

b) Case 2

for node selection based on distances

it is important to a@r activation which is optimized with respect to certain
specified parameters¥Energy is an essential resource for communication in WSNs. So,
it needs to ch uch“@node to be activated, which has substantial residual energy.
lual enérgy of a node n; is represented by RFE;. We activate less number of in-
term od ween the START and END nodes to choose reliable connectivity
ehergy consumption. For activating less number of nodes, another parameter,
istance D;, is considered, which is the summation of d; and de;. In wireless
ation, the receive signal strength (RSS) plays an important role for main-
1mning quality of service (QoS) of a link, i.e., the increase of RSS yields better link
lity. Additionally, in this network, RSS is given extra attention because a node can
dumb due to environmental conditions which results in decrease in RSS. So,
is‘intended to choose a node having more RSS value. In this work, the RSS value of
node i is represented by RSS;. The parameter D, is characterized further in Lemma
4.1. As WSNs are energy constrained, it is better to choose a path between the START
and the END nodes with less hop-count. Therefore, a parameter for hop-count HC is
considered.
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LEMMA 4.1. To select optimal neighbor node to re-establish connectivity between
the START and END nodes, the distances d and de must be considered, with fixed RSS
and RE.

PROOF. To prove this, we have considered two cases:

Case 1: The perpendicular distances (d’) from two neighbor nodes P and Q to the
straight line joining the START and the END nodes are equal, but the distances (de
and de’) from P and Q to the END node are unequal, as shown in Fig. 3(a).

Case 2: The perpendicular distances (d and d’) from two neighbor nodes P and Q t
the straight line joining the START and the END node are unequal, but the distan
(de) from P and Q to the END node are equal, as shown in Fig. 3(b).

If we draw a straight line between two disconnected nodes, it represe
mum distance between them. So, it is imperative to choose a node located
distance from the straight line between two disconnected nodes. The pek
distance from a neighbor node and the straight line is represented by d. :
distance de between a neighbor node and the END node is also an important param-
eter, because if a node with least de is chosen, then it will resul aster progress
toward the END node. In Case 1, de’ > de; so, node Q should b oseh. In Case 2,
d’ > d; so, node P should be chosen. From these it can be infer the param-
eters d and de are important. For giving equal import e parameters, we
choose a neighbor node with the least D, where D = d . Therefore, it is prudent

connectivity between the START and the END no

Each node has an unique ID. Fig. 4 grepresents
establishment process performed in a W ith the help of CoRD. In this figure,
Nodes 1 and 13 (START and END nodes) den the activated nodes. The rest of the
nodes are in sleep mode. Node 1 establi co tivity with Node 13, which were
connected earlier but ceased to be conneete o the onset of adverse environmen-
tal conditions. The connectivity re-e process is initiated by Node 1, which
activates the intermediate sleep er to re-establish reliable connectivity
with Node 13. A node which acti eighbor nodes and brings them to partici-
pate in the connectivity re- es abli process is referred to as the MASTER node.
Initially, the START node ac STER node. A MASTER node broadcasts an
ACT (activation) messa the sleep nodes, which are in its reduced commu-
nication range. The pa et; of an ACT message is shown in Fig. 5(c). When the
communication ra 1 is decreases below d,,;», it fails to communicate with
any of its nelghbo des becomes isolated from the network. Nodes 4, 5, and 9

are the sleep the reduced communication range r. of the MASTER node,
i.e., Node asa STER node, and starts to broadcast an ACT message, Which
| que

, 5, and 9. After actlvatlon of these nodes, Node 1 starts to broad-

: ackets to these nodes. A REQ packet contains seven fields namely
T_POS, MST_ADDR, END_ID, END_POS, BNF_VAL, and HC. These fields
node id, start position, master address, end node id, position of end node,
benefit value, and hop-count, respectively. The request packet format is
own in Fig. 5(a). A neighbor node calculates the distance from the line between the
T and the END nodes to itself, by using simple geometric method, as explained
el

Let the positions of the START and the END nodes be denoted by (zs,ys), and
Te, e ), respectively. Let the position of the i'” neighbor node be (o, 3;). The equation

of the straight line connecting the START and the END nodes is:

(Ye —Ys)T + (s — Te)y + (Teys — TsyYe) =0 (12)
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D Iso Nodes

te e Nodes
Packet

‘. Packet

From Equation (12), the distance d; from t ighbor node (o, 3) to the line between
the START and the END nodes is:

Likewise, the neighbor node calc clidean distance from the END node to
itself, using the following equation:
(14)

ADDR | END _ID | END POS ‘ BNF VAL | HC

(2 hytes) 4 Eytes) (2 bytes) {4 bytes) (2 bhytes) (2hytes)
(a) Request Packet
ND R SRT 1D ‘ SRT ADDR ‘ MST ID | BROADCAST ADDR
hytes, ytes) (2 hytes) (@ hytes) (2 hytes) (d hytes)
(b) Reply Packet (c¢) Activation Packet

. Path Exploration

A WSN can be modeled as a graph G(V, E). Here, every node n; € V and links between
nodes is [;; € E, where [;; is the link between nodes n; and n;. Each node n; has a
benefit b; which, depends on RE, RSS, D, and HC, for participation in establishing

& Fig. 5. Request, Reply, and Activation Packets
Olp POSED SOLUTION
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connectivity between the START and the END nodes. These parameters are used in
our solution to choose a node for participating in the connectivity procedure. In the
network, there are three different type of nodes: START node ny;, END node n., and
intermediate sleep nodes (n; € V' | {ns,n.}) that can participate to establish the con-
nectivity between the START and the END nodes. Each node n; calculates its benefit
b; as follows:

by = (w; — C;) (15)

where, b;,w;, and C; represent the benefit, worth, and cost functions, respectively,
which are defined in Equations (27), (19), and (24), respectively.

A Price-based Scheme

The network is modeled as a price-based system in order to give importance to resid-
ual energy and received signal strength of a sensor node. We choose the price-based
approach over game theoretic approach for the perceived simplicity of i
However, game theoretic approaches may also be used alternatively. Additionally,
we emphasize on hop-count required for re-establishing conn y among the
sensor nodes. Using price-based approach, we quantify the profitiof’each dumb node
based on these parameters. Therefore, in our proposed algori s calculated
a node for path
re-establishment is calculated by subtracting the cost fro of selecting the

s) of selecting the node. Each
tween two disconnected

and cost is the quantized value of disadvantage
activated node participates in the re-connectivity pro
nodes.

We have modeled worth w; for each node n; sidering the parameters RE;, and
RSS;, such that,

RSS;) (16)
RE;
1
REmaz) ( 7)
RSS;
)= [ 22 1
51) (Rssma) (18)
Replacing Equatio{ the values of Equations (17) and (18), we get:
RE; RSS;
v (REmaz) " (Rssma) (19
i te lows:
D; = de; + d; (20)

the parameters D; and HC;, the cost function C; of each node n; is as

s0) = (7) 22)
WHC;) = < H}éci ) (23)
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where, HC), . is the maximum hop-cont between the START and the END nodes.

D; HC;
ci=(2)+ (7e=) 24
By replacing the values of Equations (19) and (24) into Equation (15), the benefit b;
of a node n; is computed as:

b — RE; n RSS; \ (D n HC; 25
L RE’ITL(L’E RSSmaa: L Hcmaw
A node n; is chosen depending upon another selection parameter 7;, as 6]l

{ 17 REth < REz < REmaa: A RSSth < RSSz <
ni =

RSSiaz N0 <de; <L
0, otherwise

where, RE;;, is the minimum threshold of RE above which a node ommunicate
with other nodes, and RSS;, is the minimum threshold of RSS%6r the same. The
resulting benefit function is as follows:

b _ o [(_BE , BSS; \

"\ REpas ' RSSpar
LEMMA 5.1. Let the distance between the STAR
the maximum effective distance D, is 2L

PROOF. Let S be the MASTER node, which
node gives the maximum value of D, whe h
arises when a node is located at A or A’ jas
L. Therefore, D,, 4, = d + de = 2L

27

the END nodes be L. Then,

oses a neighbor node. The neighbor
de are maximum. This condition
in Fig. 6. At this position, de = d =

L
& ~— d=de
@ -
L
<~— d=de
\
\\ L
\\
IREEEY 2
A|

Fig. 6. Maximum value of cost function

ACM Transactions on Autonomous and Adaptive Systems, Vol. V, No. N, Article A, Publication date: January YYYY.



A:16 A. Roy et al.

THEOREM 5.2. The maximum and minimum values of the benefit function with to-
tal N number of nodes in the network in Equation (27) are:

1
b max — 2 _
N -2
win  REw  RSSu
= R T RS

when, REy, < RE; < RE, 42, RSSi, < RSS; < RSSmax and 0 < de; < L.

PROOF. The benefit function b;, is a linear function of four variables RFE;, RSSZ, ,
and H C, and n is a constant for choosing a node as mentioned in equationu26

when’REi = RESq: and RSS; = RSS,,qz. So, the maximuin worth value
_ REpae  RSSmax

T RBua: | RSSmar 28)
The cost function is minimum when the values of g(D;) and h inimum.
The minimum value of D; is 0, and it is possible onl§ wh ode acts as
in the value 0. So, the minimum value of 9(D;

The minimum value of HC; is 1. When the

Cl)

ards the process of re-
, the minimum value of
h(HC;) is - So, the minimum cost beco

cmer — g (29)

is:

e benefit function, worth is minimum and cost is
RE; = RE;;,, RSS; = RSS;;,. The minimum worth

Again, for the minimum val
maximum. Worth is mipimu
value is:

REy, RS S,

T REpar | RS 50
The va, ostifunction becomes maximum when g(D) and h(HC) both are max-
imu
ma 5.1, we have the maximum value of g(D) and h(HC'), when the value
of HC 188 C'oz, 1.€., h(HC') = 1. So, the maximum cost value
cmer =3 (31)

om Equations (30) and (31), the minimum value of the benefit function is:

win _ ( REyn — RSSy,
b = (REmaz * Rssmax) s

O

LEMMA 5.3. The benefit function in Equation (27) is continuous in the intervals
RE:, < RE; < REpaz, RSSth < RSS; < RSSpaz, 0< D <2L,and 0 < HC < (N —2).
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PROOF. The given benefit function in Equation (27) is:

bizm[< RE; L RSS; )—(Di—l- HC; )} (32)

REpmaz  RSSmax 'L HCpas

where 7; is a constant.
Let y = f(x,y) be a multi-variable function which is continuous at point (xq,yo), if
the following condition satisfies.

Ve > 030(e) > 0 such that |z — x| < 0, |y —yo| < = |f(z,y) — f(zo,y0)| < €

stants. Also, 7; is a positive constant in the interval of RE;;, < REy < RE,,,
RSSO < RSSmaaca 0 < DO < 2L7 1 < HCO < Hcmaac

Therefore,
RE; RSS; D; HC,;
b5 — bol = |{ (FRE + 285 ) — (B + #28-) )
_ _REg
REmax
< ‘RE;M ‘ |RE; — REp| + ‘Rsslmw
_ 5 5 5 5
= \®Emms T w850 ) — \oE T me.
= €
Therefore,
(—b (34)
where,
1 1 1 1
= Nt 35
" ( f R mam) (2L + HCmm> (35)
In Equation (35), 7;, Smaz, L, and HC,,,, are positive constants and

_r 41
BBy | RS55mar

Equation (34), si s fo
in Equation (27)4ds,continuous.

> ) Hence, « is a positive constant, such that x # 0.

ry ¢ > 0 there is a § > 0. So, the given benefit function

egin f the process, the START node acts as the MASTER node. The

cumulativé benefit BS is initialized as 0, and hop-count HC is initialized with 1. The

MASTERMmode activates all its neighbor nodes and sends the request packet REQ to

activated neighbor nodes (with 7; = 1) calculate their own benefit values b;,

it the B¢ values received from the MASTER node, whereas the neighbor
es 17; = 0 go to the sleep state.

e activated neighbor nodes hold the address of the previous MASTER node
ose B value is maximum, increases the HC by 1, and acts as the MASTER node,
order to process the same in the next hops. A MASTER node remains activated for

trepiy time, where t,.p;, is the expected time for receiving the REP packet from the
END node. If a neighbor node receives RE(Q packets from multiple MASTER nodes, it
chooses one based on the highest value of BX. Each intermediate node n; calculates its
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BE value as follows:
i—1

5.2. Path Selection

Algorithm 1 presents the procedure for exploring the path from the START to the
END nodes. In the path exploration procedure, if an intermediate node between the
START and the END nodes satisfies the condition of 7, it selects a downstream no.
towards START node, based on the highest cumulative benefit value BS. Thexea
this intermediate node acts as a MASTER node and the scheme, CoRD ch

MASTER node send REP
packet to the selected
MASTER node
Start
h 4
START node acts as
MASTER node

MASTER node | Yes : .

broadcasts ACT |«

message
¥
MASTER node
broadcasts REQ lectsthe STER node with
message imum BC for reverse path
\ A\ 1

Fig. 7. Path exploration and selection

until es the END node. Finally END node acts as the MASTER node and chooses
am node with highest benefit value B¢. The END node sends the REP
START node through the selected downstream node. The flow diagram
the connectivity re-establishment procedure is shown in Fig. 7.

oposition 2. The best case computational complexity of CoRD is O(n), when n is
e glven set of intermediate nodes between the START and the END.

PRrROOF. CoRD is divided into two parts, namely path exploration and path selection.
For path exploration, the best possible path to reach the END node is chosen so that
each intermediate node participating in CoRD has at most one neighbor node towards
the END node. The total number of intermediate nodes between the START and the
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Algorithm 1 Path Exploration
Require:

— SRT_ID:id of START node

— END_ID:id of END node

— (xs,ys): position of START node

— (e, Ye): position of END node

— trepiy: expected reply time from END node
— trepeat: repeat time

if (ID = SRT_1D) then
(a:m’ ym) — (wsy ys)
BY «0
HC +0
end if
if (ID # EN D_I1D)&&(received REQ) then
(e, B) < node position

L+ \/(we —25)% + (Ye — ys)?

D < d+de

10: RE < Residual Energy of node
11: RSS < Received Signal Strength of node

12:  if(REy, < RE; < REpa,) && (RSSy, < RSS; < RSSmas) z
13: && (0 < de < L)) then
14: b [(7EEs + meoty) - (2 + 7ESD)]

15: if (ID # SRT.ID) then

16: B® < BNF.VAL+b

17: if Number of REQ received with same SRT_ID > 1) then
18: node.buf fer < MST_ADD R with max(

19: BNF_VAL + max(BF)

20: end if

21: if (Number of REQ received with same S A _TDa= 1)
22: node-buf fer < MST_-ADDR

23: end if

24: HC <+ HC +1

25: end if

26: (s ym) (@, B)

27: Activate node for next ¢,.¢p, time

28: node broadcast ACT message
29: end if
30: end if

31: if (Itimeout(t,cpiy) && (rglerved
32: && (MST.ID # S
33: MST_ADDR «+ MST
34:  forward REP to _ADD

35: Activate node for ne: epeat
36: end if A

Yy message

©

Sis n\Limie taken to explore the intermediate next node is constant C. Thus,
the're ence can be modeled as T'(n) =T (n — 1) + ©(C) ~ O(n)

ly, for path selection, the return path consists of the same set of nodes in the
gtion. Thus, the computational complexity for path selection is O(n).

ce, the complexity of CoRD is O(n) + O(n) ~ O(n) O

oposition 3. The worst case asymptotic time complexity of CoRD in a d-ary tree

gical network is
dP + L(EN D)), where L indicates the level of a node and p the path length.

PROOF. The worst case complexity occurs when every possible path, involving every
node of the network, is explored. In such a case, the START node becomes the root of
the topology, and the END node turns out to be one of the leaves. For a d-ary tree
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Algorithm 2 Path Selection

Require:

— master.add| |: list of addresses of master nodes
— bn f_val[ ]: list of utility values
— hc[ ]: list of hop-count

1: if (MST.ID = END_ID) && (received REQ)) then

2: bnf_val| | + BNF_VAL from REQ packets

3: forido=1tobnf_length

4: master_add[i] + MST_-ADDR

5: end for

6: if Number of REQ received > 1 then

7 MST_ADDR <« master_-add with max(bn f_val)
8: else

9: MST_ADDR <+ master_add

10: end if

11: send REP to MST_ADDR

12: end if
topology of the network, the path exploration procedure of the tre ntially implies

a Breadth First Search (BF'S) from the START node to the END e. Therefore, the
longest path p from the START to the END node is £L(EN D)*Hen asymptotic
worst case computational complexity for path exploration is ere d can be also
viewed as the branching factor of the tree.

For the path selection procedure, the REQ p ks¥from the END node
through the previous MASTER node of every level,"dewn to the START node. In such
a scenario, the worst case computational complexity mesg’O(L(END)).

Hence, we infer that the total computational complexityof CoRD, in the worst case,
is O(d? + L(END)). This completes the proof.

Isolated nodes (O Intermediate nodes at t, Bl Intermediate nodes at t

Fig#8. Nodes require to activate during two different intensity of environmental effect

EOREM 5.4. The minimum number of iterations required for establishing con-
ctivity between a pair of disconnected nodes increases (decreases) with the increase
decrease) in intensity of environmental effects.

PROOF. Let the communication range of any node X be r., and let the distance
between another node Y and itself be {. A minimum number of nodes N,,,;, needs to be
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150 —x— 250 —v— 350 ——

Percentage of dumb nodes

0 ! ! !
50 55 60 65 70 75

Communication range (m)

Fig. 9. Percentage of dumb nodes with fixed communication ratnige

activated between these two nodes X and Y for establishing,co tion. The number
of activated nodes is minimum, if and only if ea tivated node lies on the straight
line connecting these two nodes, and on the circumfe
Fig. 8. When the communication range is r gminimum er of nodes required to be
activated is:

37)
Due to environmental effects, at t; communication range is reduces by
Ar.(t;), and the new communication o(ti) = re — Ar.(t;). To establish con-
nectivity between X and Y, Node 3 are required to be activated. Now, the

minimum number of nodes r tivate at time ¢,
() = [lw 1 (38)

! ’I“C(ti)

Therefore, at time #;janini Npin(t;) number of iterations is required for establish-

he nodes X and Y.

;ydde to increased intensity of environmental effects, let the de-
ion range be Ar.(t;), such that Ar.(t;) > Ar.(t;). The reduced
ion radius of each node is r.(¢;) = r. — Arc(t;), and the minimum number

of nodesW\,;,, (t;) required to be activated between two nodes for re-establishment of
connectivityis
l
Npin(tj) = | ——| -1 39
mzn( _7) ’VTC(tj)—‘ ( )

, at time ¢;, minimum N,,;,(¢;) iterations are required for establishing connectiv-
between X and Y nodes. From Equations (38) and (39), Ny,in(t;) > Nupin(t:), as
Arc(t;) > Arc(t;). Hence, it is proved that the minimum number of iterations required
for re-establishing connectivity between two nodes increases (decreases) with the in-
crease (decrease) in intensity of environmental effects. O
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Fig. 10. Percenta, nodes with fixed communication range
THEOREM 5.5. Con A een two isolated nodes cannot be re-established

when the communicati e of nodes become less than the minimum distance be-
s in the network.

PROOF. As r e in a WSN behaves as dumb, when its communication range
decreases bel s nearest active neighbor node due to the change in various environ-
mental pheénomena such as fog, rainfall, and high temperature. Node n; has distance

est bor node d¢ . as,

min

di .. =min(ri¢) Vne;

ode n; starts to behave as dumb, when its communication range r! < d’ . , whereas
e minimum distance among all pairs of nodes (including the sleep and active nodes)
e is as follows:

dl = min(d: ;) i€ N,where N is the set of all nodes in the network

So, dl < d¢ . .When the communication range r. decreases below d?!  all the nodes
in the network start to behave as dumb node. CoRD re-establishes multi-hop connec-
tivity between two isolated nodes by activating the intermediate sleep nodes. If the
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(c) Total n s in the network: 350

Fig. 11. Percentage/6f activa des with variable communication range
communication range of4all es decrease below the distance to their nearest
neighbor (active and s odes, then these nodes are unable to find any neigh-
bor node. Hence, thére 1S no jscope of activation of neighbor nodes for establishing
multi-hop connecti betwéen two disconnected nodes. Therefore, connectivity re-
establishment eemjisolated nodes is not possible. O

6. SIMI DN
In thi 1on, we evaluate the performance of the proposed algorithm, CoRD, which
is designed,to re-establish the connectivity between the START and the END node in

eir presence, the problem of re-establishing connectivity is distinct from the existing
ks (e.g. [Dini et al. 2008] and [Senel et al. 2011]). Therefore, it is difficult to compare
y existing topology control algorithm.

In regards CoRD, by applying the constraint n on the parameter de, we reduce

e number of nodes to be activated in the network by considering the limited en-
ergy of WSNs, as well as the network congestion. Another scheme Connectivity Re-
establishment in the Presence of Dumb node Without Applying Constraint (CoRDWAC)
designed which is similar to CoRD, for re-establishing connectivity. The fundamental
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Fig. 12. Average p h fixed communication range

difference between CoRD and 1s that in CoRDWAC there is no constraint
on the parameter de, as in CoRD talchooSe its neighbor nodes. Therefore, in CoRDWAC,
each node chooses and activa ¥ of the neighbor nodes available within its commu-
nication range, withou lésing any constraint such as the constraint of distance,
(de). So, we have co e results of CoRD with CoRDWAC, and other topology
management prot earning automata-based Energy-efcient Topology Con-
trol(LECT)[Tork and Distributed Topology Control Algorithm(A1)[Rizvi
i o the following performance parameters:

ted nodes: Total number of nodes to be activated in the network
ired. It is represented by P,. Mathematically,

a
Pa = N x 100 (40)
where a is number of activated nodes in the network and N is the total number of

es in the network.

Suécess rate: Ratio between the number of START nodes that can successfully estab-
lish connection with the END nodes and the total number of dumb nodes present in
the network. Success rate is represented by S. Mathematically,

= - (41)
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where N¢ is number of isolated essfully established the connectivity in the
network and Iy is the tota solated nodes in the network.
— Average path length: The fe tween the total number of links for establishing
successful connectivit e _mumber of successfully connected pairs of START
and the END nodes pathlength is represented by .A. Mathematically,

Ngq

A= —+1 (42)

N¢
wheregug,.is @ nodes activate to re-establish the connectivity of the isolated
nod th t ork.
— Per % of dumb nodes: Total number of dumb nodes present per 100 nodes in the
Percentage of dumb nodes is represented by Pp. Mathematically,
N

ere Np is the number of dumb nodes present in the network

rgy consumption: Required energy to re-establish connectivity between the
TART and the END nodes in the network.

Overhead: Total amount of control message required to re-establish connectivity be-
tween all the START and END nodes.

The list of simulation parameters used is shown in Table II.

Pp (43)
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S
S
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(¢) Total n er o s in the network: 350

ad fixed communication range

1. Simulation Parameters

meter Value
umber of nodes 150-350
%ﬁfulation area 500 m x 500 m
ensing range 50 m
Communication range | 50-110 m
Initial Energy 1.5-2.0J

te gorithm on stationary WSNs, with 150 - 350 sensor nodes, includ-
ing a node deployed randomly over a simulation area 500m x 500m. Initially, a
i et of nodes is required to be activated to cover the entire simulation area,
ile the aining nodes are in the sleep state. We assume that all the sensor nodes

e homogéneous. Hence, they have the same characteristics of sensing and communi-
ing. The packet size for ACT, REQ, and REP are 6, 20, and 12 bytes, respectively, as

h in Fig. 5. The transmission or reception of data takes place at 50 nd/bit. Initially,
1 the sensor nodes are assigned with energy level randomly drawn from an uniform
stribution in the interval [1.5J, 2.0J]. Initially, we have taken the sensing range to
be 50 m, and the communication range to be 110 m. For simulating the environmental

effect on sensor nodes, the communication range of these nodes was randomly varied
between 50-110 m.
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Fig. 9 depicts the pe

f dumb nodes versus the communication range. Three
scenario are show

ing to 150, 250, and 350 nodes in the network. The com-

munication range, o ode is increased from 50 to 70m in steps of 5m. In each

of the three p the centage of dumb nodes decreases with the increase in the
comm iondange.

Fi ow. the percentage of activated nodes using CoRD and CoRDWAC

¢ th the communication range in the presence of 150,250 and 350 nodes in

. When the communications range r. is 50m, the percentage of activated

mum, The percentage of activated nodes decreases with the increase in

mmunication range. The possible reason for degradation in the percentage of acti-

d nodes is that with the increase in communication range, the percentage of dumb

0 decreases, So it is required to activate less number of nodes in higher commu-

cation range. There is a general decreasing trend of the plots for CoRDW AC when

e communication range increases. This is similar to the plot of CoRD. However, the

percentage of activated nodes in CoRDW AC is same or higher than that in CoRD. be-

cause CoRDW AC re-connects more dumb nodes with the network than CoRD. Fig. 11
shows the percentage of activated nodes with varying communication range. The min-
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Fig. 16. atewith fixed communication range

-axis varies between 50 to 70m with an interval of
ever, is 110m (under ideal environmental condition) or

imum communication
5m. The maximum

less (in the presen environmental condition). Figs. 11(a), 11(b), 11(c) show
the variations i ercentage of activated nodes by considering the total number
of 150, 250, 0 neodes, respectively. In each of the plots, we observe, that there

nge. CoRDW AC' activates more number of nodes as compare to
CoRDRas it re-establishes connectivity with more number of dumb nodes by exploring
e paths in the network.
hoWws the variation in the average path length versus fixed communication
nge along the x-axis, when the range varies between 50 to 70m with an interval of
We observe that there is random variation of path length due to random topology of
twork. The required path length for re-establishing connectivity between a pair
isolated nodes is largely dependent on the deployment of the nodes in the network.
o, the variation in path length observed in each of the plots is random.
In Fig. 13, the plots are shown for the average path length versus variable commu-
nication range, which is considered to be the same as that mentioned for the experi-
ments corresponding to Fig. 11. In this case as well we observe random variation of
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O

' connect1v1ty between a pair of disconnected nodes
es mentioned in Fig. 12.
for both the schemes is shown in Fig. 14. In the Figure,

due to reasons simil

path length for re-establishin
The overhead of net

three different s for'overhead are shown by considering 150, 250 and 350 nodes
in the networ creasing total number of nodes in the network the overhead
increas epossible reason for these observation is that with increasing number of

, the poss1b111ty of presence of more number of intermediate nodes

nge. The possibility of presence of more number of nodes increases with an increase
he communication range. Therefore, the overhead decreases with the increase in
munication range.

In Fig. 15, the variation of overhead versus variable communication range is shown.

r the same reason as mentioned in the case of Fig. 14, these plots have the similar
decreasing trend with the increase in the communication range.

Fig. 16 depicts the variations in success rate with increasing communication range
from 50 to 75m in steps of 5m. In each of the plots in Figs. 16(a). 16(b), and 16(c), there
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is a general increasing trend ines
range of nodes. When the tot# ,
is below unity, because thergyd ot exist sufficient number of intermediate nodes
i fo e dumb nodes. However, in rest of the cases, the
is shown in Fig. 17
shown. In CoRD

d Al [Rizvi et al. 2012], in Figs. 18 - 20. In LETC and Al, topology is maintained
formlng Connected Dommatzng Sets (CDS) and the nodes belong to this set. We
plemented LETC and Al in our experimental settmg along with CoRD. The
rcentage of activated nodes in LETC, Al and CoRD is shown in Fig. 18. The per-
ntage of nodes activated increases with increasing communication range in case of
LETC and Al, whereas in case of CoRD, it decreases. With the increase in communi-
cation range, the possibility of the presence of more number of nodes within the com-
munication range also increases. Therefore, in LETC and Al, more number of nodes
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@ in communication range. However, in case of
set odes is activated to maintain topology. After dumb
ubset of additional nodes is activated to re-establish
communication range decreases the number of dumb

nodes, the num des activated also decreases with the in communication range.
The overhe

TC, A1, and CoRD

get included in CDS with t
CoRD, initially, a mini
node get created a mi

nodes ted/incregases with increasing communication range, the number of con-
trol st rred in the network also increases. As the overhead is dependent
on the'¢entrol message transfer in the network, it increases with the increase in com-
munication range in case of LETC and Al. However, in case of CoRD, it is observed
there is less¥6verhead with the increase in communication range due to the decrease

the number of activated nodes, with the increase in communication range.

he energy consumption of the network is also an important parameter in WSN. The

r of nodes activated and the overhead increases with increasing communication
nge in case of LETC and Al, but in case of CoRD, it is the reverse. The energy con-
mption in the network is dependent upon both the overhead and the number of node

activated in the network. Therefore, as seen in Fig. 20, there is an increasing trend of

energy consumption with the increase in communication range in case of LETC and

Al, and a decreasing trend in case of CoRD.
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8. CONCLUSION

In this work, we have conside 1e problem of topology control in sensor networks
i ent due to the occurrence of adverse environmen-
des get isolated from the network, it is a challenge to
se nodes to the rest part of the network. The lack of

e to the occurrence of dumb behavior in WSN is distinct

tal conditions. As t
get information s
connectivity a
from the tradi

P based scheme for topology control. Slmulatlon based experlments
show that the proposed scheme yields better performance with respect to the num-
es activated, overhead, and energy consumption than the existing topology

n the future, we plan to extend our work with respect to re-establishment of con-
tivity in the presence of heterogeneous sensor nodes, detection of dumb node using

e theoretic approach, and transfer of sensed information from a dumb node to a

nk node by data mules. Game theory embeds the dynamic formulation and incorpo-
tion of strategies. As already discussed, dumb behavior is temporary and dynamic.
Therefore, an approach using mathematical optimization is appropriate, as every time
the network topology changes, it would be required to perform all the steps of the op-
timization algorithm at each iteration. Intuitively, this is computationally intensive
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and time consuming as well. Using the game theoretic approach, we can avoid these
limitations.
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