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Abstract—This work proposes an optimal pricing scheme for provisioning sensors-as-a-service (Se-aaS) for catering to applications
with multi-tenancy requirements in a sensor-cloud platform. The scheme orchestrates a trade-off analysis between communication range
and price in a sensor-cloud platform with range-reconfigurable nodes. The proposed scheme consists of two phases – (a) selection
of a neighbor node of a source node, and determination of optimal price for the selected neighbor node. In the first phase, a source
node adjusts its communication range and selects its best possible neighbor node using selectivity factor of all the neighbor nodes.
The selectivity factor considers the determinants such as effective residual energy, effective power consumption, and the number of
applications to which the neighbor nodes are associated in the neighbor selection process. In the second phase, we design a utility
function to determine the optimal price of the selected neighbor node. We use the Lagrangian function to model the proposed problem
as a mixed-integer linear program (MILP) and obtain the optimal solution using the Karush-Kuhn-Tucker (KKT) conditions. The existing
works on pricing in sensor-cloud are deficient in considering the presence of the reconfigurable communication range of sensor nodes.
Moreover, based on the value of the communication range, the charged price of the sensor nodes varies. Thus, in this work, we propose
a pricing scheme with a trade-off of the reconfigurable communication range of sensor nodes and the charged price incurred in adjusting
the communication range. Extensive experimental results show that the proposed scheme performs better compared to the existing
pricing schemes for sensor-cloud. In precise, the proposed scheme is capable of increasing the average number of neighbor nodes by
at least 1.38%. Further, the proposed scheme is capable of reducing the charged price by 10.55%, as compared to the existing pricing
scheme, DOPH.
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1 INTRODUCTION

T RADITIONAL wireless sensor networks (WSNs) are
widely used in different application domains such

as target tracking [1], healthcare [2], and wild-life mon-
itoring [3]. Typically, traditional WSN deployments are
single-user centric. The users procure WSN for serving
specific applications and they may not agree to share
the sensed data to other users. However, the single-user
centric limitation of WSN can be alleviated with the
evolution of the sensor-cloud platform [4]–[6], in which
sensor nodes are virtualized among multiple users. A
sensor-cloud architecture consists of three actors – sen-
sor owner, sensor-cloud service provider (SCSP), and
end-user. The sensor owners deploy the sensor nodes
over different geographical locations for serving different
applications, as requested by the end-users. In return,
the sensor-owners earn monetary profit from the sensor-
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cloud platform. On the other hand, the end-users pay
the rent to the sensor-cloud platform for the requested
services. The SCSP is a centralized entity, that manages
the entire platform. Traditionally, in a sensor-cloud archi-
tecture, multiple physical sensor nodes combine together
to form a virtual sensor (VS), and further, multiple VSs
combine to form a virtual sensor group (VSG). However,
the end-users remain dormant about all the back-end
processes of the platform. The sensor-cloud architecture
is based on Service-Oriented Architecture (SOA), which
follows the pay-per-use model. Therefore, the end-user
pays the price for a service as per its usage. A portion
of the payment made by the end-user is received by the
sensor owners as rent for the sensor nodes they own. On
the other hand, the SCSP gains a certain amount of profit
and allocates the required amount for the maintenance
of the sensor-cloud architecture.

The underlying layer of the sensor-cloud platform
consists of sensor nodes [5], which collectively provision
Sensors-as-a-Service (Se-aaS) among multiple end-users
in a self-organized manner. The selection of the specific
sensor nodes that cater to serve a specific use-case is spa-
tiotemporally distributed. Typically, the nodes deployed
by the sensor-owners are battery-powered and energy-
constrained in nature. Further, the energy consumption
of these nodes depends on the communication range.
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A majority of the commercially available sensor nodes
at present are range-reconfigurable either statically at
deployment time or dynamically at run-time through
power-level adjustment. Moreover, the increasing value
of the communication range of a sensor node results in
an increase in energy consumption, which causes faster
depletion of its energy. Further, when the energy level
reaches a threshold value, the sensor node is unable to
communicate with other nodes. Such a situation encour-
ages a sensor owner to replace the nodes to continue
the normal operation of the sensor-cloud, which incurs
certain amount of monetary loss for the owner. There-
fore, we design a pricing scheme for the sensor-cloud
architecture which is capable of considering the com-
munication range of the sensor nodes and determining
an optimal price to be charged from the end-users. The
proposed scheme enables the node to select a suitable
neighbor node among the available ones, considering
effective residual energy, effective power consumption,
and the number of applications to which the neighbor
node is associated.

1.1 Motivation

All the existing works on sensor-cloud architecture con-
sider the presence of the sensor nodes with static com-
munication range. However, in reality, the communica-
tion range of a sensor node can be increased or decreased
by adjusting its power level [7]. On the other hand,
increased the communication range of a sensor node
results in faster reachability of data to the sink node.
As we discussed already, the underlying layer of sensor-
cloud is sensor nodes, which are traditionally energy-
constrained in nature. Therefore, adjusting the commu-
nication range of a sensor node to its maximum level for
a long duration leads to the faster depletion of energy.
Moreover, after the depletion of the energy level below
a threshold value, the sensor node is unable to transmit
data to other nodes in the network. In such a situation,
the sensor owner needs to replace the sensor node, which
incurs a certain cost. Consequently, in such a situation,
the sensor owner experiences monetary loss. On the
other hand, the source node transmits the sensed data
to the sink through intermediate nodes by multi-hop
connectivity among them. However, it is undesirable to
adjust the communication range of these nodes to a ran-
dom value for serving an application. We assert in this
work that there exists a range-price trade-off, formulate
an optimization problem, and then solve it to determine
the optimum price for an increased range. We propose
an algorithm for selecting an appropriate neighbor node
of the source to forward the sensed data to the sink, by
adjusting its communication range. Moreover, to design a
pricing scheme considering the adjusted communication
ranges of the nodes, which are associated to serve an
application in a sensor-cloud platform, is essential from
the business perspective.

1.2 Contribution

The core component of a sensor-cloud platform consti-
tutes wireless sensor nodes, which are virtualized to pro-
vision Se-aaS among multiple end-users. However, these
sensor nodes are energy-hungry in nature, and therefore,
the communication range of the sensor nodes needs to
be adjusted strategically to handle energy consumption
efficiently. Thus, we propose a novel scheme to adjust the
communication range of the sensor nodes and provide
an optimal pricing strategy for a sensor-cloud platform.
The specific contributions of this work are as follows:
• The communication range of a sensor node can

be increased or decreased, by adjusting its power
level. However, the selection of the maximum com-
munication range of a sensor node for a long
duration of the time results in its faster energy
depletion. On the other hand, a sensor node senses
its surroundings and transmits the sensed data
to the sink through single/multi-hop connectivity.
At each level of communication range of a sen-
sor node, there is a possibility to present one or
more neighbor nodes to forward the sensed data.
Therefore, it is essential to select an appropriate
neighbor node among the available ones. In this
work we adjust the communication range of sensor
node to select a suitable neighbor node, among the
available ones, considering residual energy, power
consumption, and Source Application Count (SAC)
count. The total number of application served by a
node at any time instant is denoted by SAC.

• A sensor-owner procures, deploys, and maintains
the physical sensor nodes. The expenses of the
sensor-owners depend on the types and number
of sensor nodes deployed. Therefore, after the se-
lection of a suitable neighbor node, the proposed
scheme computes an optimal pricing strategy, con-
sidering the residual energy and power consump-
tion of the neighbor nodes. Moreover, a sensor node
may serve as the source node for other applications.
Therefore, for computing the optimal price of the
neighbor node, we define a new parameter, termed
Source Application Count (SAC), to incorporate the
importance of a neighbor node for being a source
node for other applications.

• For the selection of an appropriate neighbor node,
we consider different parameters such as resid-
ual energy, power consumption, and SAC of the
neighbor nodes. Therefore, for considering these
parameters for the selection of a suitable neighbor
node selection, we define the term – Selectivity
Factor. Further, considering the selectivity factor of
the neighbor nodes of a source node, we model
the proposed problem using mixed-integer linear
programming (MILP) for Lagrangian functions [8].
We obtain an optimal solution for the proposed
problem using KKT conditions [8].

• In this work, we attempt to design a pricing scheme
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for sensor-cloud architecture after selecting a suit-
able neighbor node of a source node, considering
its communication range. Moreover, the proposed
pricing scheme is new, unique, and specifically
designed for sensor-cloud platforms. We examine
the proposed scheme with extensive simulation
and rigorous mathematical analysis.

To precisely mention the contributions, we propose
an adjustable communication range selection scheme for
provisioning Sensors-as-a-Service (Se-aaS). The existing
literature of sensor-cloud architecture do not consider
the presence of such sensor nodes, which are capable
of adjusting their communication range. Consequently,
the pricing schemes in the existing literature do not
take the adjustment of communication range in their
account to determine the optimal price. We adjust the
communication range for selecting the next-hop of a
source node at an optimal price. In order to determine
the optimal price, we apply the Lagrangian function [8]
and Karush Kuhn Tucker (KKT) conditions [8].

2 RELATED WORK
In this Section, we study the existing works on sensor-
cloud, which form the backdrop of the present work.
Existing literature [9]–[11] explored the concept of virtu-
alization in traditional sensor networks. Yuriama et al. [5]
adopted the concept of virtualization of physical sensor
nodes and proposed the architecture of sensor-cloud for
provisioning sensors-as-a-service among multiple users.
Therefore, Misra et al. [4] designed the theoretical frame-
work for sensor-cloud. In this work, the authors iden-
tified different actors and their roles in sensor-cloud.
Moreover, the authors detailed the sensor-cloud architec-
ture, in which multiple physical sensor nodes combine
to form a Virtual Sensor (VS), and multiple VSs together
serve certain end-user applications. The composition of
a VS dynamically changes with the types of applications.
Therefore, Chatterjee et al. [12] focused on the dynamic
participation of physical sensor nodes in a VS and pro-
posed a dynamic VS formation scheme for sensor-cloud.
Aligned with the concept of VS formation, Roy et al. [13]
presented a VS formation scheme, considering the over-
lapping deployment region of sensor nodes in a sensor-
cloud platform. Sensor nodes are energy-constrained in
nature, and therefore, allocating a sensor node to a VS
for a long duration is not a feasible solution to serve an
application. Thus, Banaie et al. [14] designed a Software-
Defined Networking (SDN)-based load balancing mech-
anism for VSs in sensor-cloud architecture. On the other
hand, the back-end processes in sensor-cloud must cater
to be very fast in order to serve a time-critical application
requirement. Therefore, Roy et al. [15] proposed a caching
mechanism for the sensor-cloud architecture to ensure
faster access to data for an end-user application. In this
work, the authors aim to design the caching mechanism
considering the destroyed virtual machines in sensor-
cloud. Similar to dynamic VS formation, data caching,

and load balancing, privacy is another important aspect
that needs to be investigated. To address this issue Wang
et al. [16] proposed an edge-based privacy mechanism for
sensor-cloud. In another work, Wang et al. [17] considered
the generation of huge data in an industrial sensor-
cloud environment. The authors proposed a data clean-
ing model and established it by using Support Vector
Machine (SVM). Finally, Madria et al. [18] presented the
real implementation of the sensor-cloud platform while
designing the client centric-layer of it.

In the existing literature, the authors considered eco-
nomic transactions as an important aspect in different
domains such as in Cyber-Physical System (CPS) and
mobile networks [19]–[21]. Huang et al. [19] proposed a
game-based economic model for CPS consisting of three
actors – Big Data Collectors (BDCs), Service Organizers
(SOs), and users. The proposed scheme is capable to
make pricing decisions in a CPS architecture, consider-
ing these actors. Similarly, Liu et al. [20] designed for
pricing competition among the SOs for determining the
service pricing in CPS. Further, Dong et al. [21] discussed
different price competition models for mobile networks.
On the other hand, pricing is a major concern in both
traditional cloud computing and sensor-cloud. Therefore,
Shah-Mansouri et al. [22] presented a pricing scheme for
cloud computing, which is capable of determining an
optimal price for offering cloud services. The authors
claimed that the proposed pricing scheme is non-convex
in nature. Pricing in cloud computing depends on the us-
age of its resources. Therefore, considering the resources
of a cloud environment, Mashayekhy et al. [23] designed
an auction-based mechanism for determining the pricing
for the cloud resources. The proposed scheme insists the
users to reveal the actual requirement of the resources.
Similarly, Bonacquisto et al. [24] proposed an auction-
based scheme for selling the residual computing capacity,
which is otherwise not possible to be allocated directly to
the users. The authors claimed that the proposed scheme
is capable to handle the underutilization of the resources.
In another work, Prasad et al. [25] designed an auction-
based scheme, named CLOUD-CABOB, for procuring
multiple resources from the cloud vendors. CLOUD-
CABOB enables the users to request the resources for
which the cloud vendors bid with price, Quality of Ser-
vice (QoS), and resources. The authors claimed that the
proposed scheme provides scalability of the continuous
appearance of multiple cloud vendors to bid for the user
requests. The cloud computing architecture is based on
the business model, in which the service providers earn
a certain profit. Therefore, Dabbagh et al. [26] devised
a scheme for maximizing the cloud profits with an aim
to minimize energy consumption. In this work, the au-
thors proposed a scheme for maximizing cloud profit by
allocating an appropriate amount of resources to elastic
tasks. Considering the Stochastic model, Kash et al. [27]
explored the possibility of the revenue generation in
cloud with simple approaches. As in traditional cloud
computing, sensor-cloud is also based on a pay-per-
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TABLE 1: Summary of the existing works on sensor-cloud

Aspect SV AR DV S LB VM EPM

Conceptualization [5] X × × × × ×
Theoretical Modelling [4] X X × × × ×
Virtual Sensor Formation [12], [13] X × X × × ×
SDN-based V S for sensor-cloud [14] X × × X × ×
Caching [15] X X X × X ×
Privacy [17] X × × × × X
Implementation [18] X X X × X ×

Legend: Sensor Virtualization (SV ), Actors and their roles (AR), Dynamic V S (DV S), Load balancing for V S (LB),
Virtual Machine (VM ), and Edge-based Privacy Mechanism (EPM )

TABLE 2: Summary of the existing works on pricing in cloud and sensor-cloud

Aspect CPS SP PC OP AP

Economic model for CPS [19] X × × × ×
Pricing among SOs [20] X X X × ×
Pricing for mobile networks [21] × × X × ×
Pricing for cloud [22] × × × X ×
Pricing for cloud resources [23]–[25] × × × × X

Legend: CPS Architecture (CPS), Service Pricing (SP ), Pricing Competition (PC), Optimal Price (OP ), Auction-based
Pricing (AP )

use model. Therefore, Chatterjee et al. [28] designed an
optimal pricing scheme for a sensor-cloud platform. In
this work, the authors primarily considered two types of
price – (a) price for hardware, and (b) price for infras-
tructure. Further, the authors claimed that the proposed
scheme is capable of satisfying user demand along with
the maximization of the profit of the sensor owners. In
another work, Chakraborty et al. [29] presented a pricing
scheme for sensor-cloud with an aim to enforce trust
among the sensor-owners, while ensuring the quality of
Se-aaS.

Synthesis: The existing works addressed different is-
sues such as theoretical modeling, VS composition, and
caching in the traditional sensor-cloud architecture as
depicted in Table 1. Further, the authors in the existing
literature presented different pricing strategies for tradi-
tional cloud computing and sensor-cloud architecture as
shown in Table 2. However, none of the works consid-
ered the presence of the sensor nodes with reconfigurable
communication range. Moreover, the pricing strategies
for sensor-cloud and other domain presented in the liter-
ature do not consider the selection of a suitable neighbor
node of a source node, while offering an optimal price
to the sensor-owners. Therefore, the existing schemes
on pricing are neither suitable to select an appropriate
neighbor sensor node by adjusting their communication
range, nor are they suitable to determine the optimal
price to be paid to their respective owners, depending
on the adjusted communication range.

3 PROBLEM DESCRIPTION

We consider a sensor-cloud architecture consisting of
multiple sensor owners and end-users. The SCSP plays
a centralized role to handle different monetary transac-
tions along with the architecture management issues. The
foundation layer of the sensor-cloud architecture consists
of networked sensor nodes, which are typically procured
by the respective sensor owners. We adapt the concept of
range-reconfigurable sensor nodes, discussed by Kar et
al. [7], and we consider the same for this work. However,
the reconfiguration of the communication range of a
sensor node depends on the adjustment of its power
level. The source node transmits the sensed data to a
centralized unit through single or multi-hop connectivity.
Typically, the centralized unit is called a sink node. If a
source node is not directly connected to the sink node, it
uses the neighbor nodes as intermediate hops to deliver
the sensed data. As the communication ranges of the
sensor nodes are reconfigurable, the neighbor list of the
sensor node varies with the increasing or decreasing
communication range, as depicted in Fig. 1. In this figure,
r1, r2, and r3 are the communication ranges of the sensor
node, X . At the communication range r3 of the sensor
node, X has the maximum number of neighbor nodes
(with node ids 1 to 9), whereas, with the communication
r1, X has only two neighbor nodes (with ids 1 and 2).

End-users request for a certain services to the sensor-
cloud system. On the other hand, the eligible sensor
owners, who are able to serve the application, share the
optimal price with the SCSP. Further, the SCSP includes
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Fig. 1: Presence of neigh-
bor nodes

Fig. 2: Communication be-
tween two nodes

certain service charge with the price of the sensor-owner
and share the same with the end-users. In the process,
the end-users remain unaware of the node offering the
service. The sensor owner charges an optimal price to
an end-user by considering the communication range of
the sensor nodes participating to serve the application.
Therefore, in this work we target to design the opti-
mal pricing scheme, which enables the sensor owners
to charge the optimal price from the end-user, while
considering the communication range of his/her owned
sensor nodes.

Let the set of sensor owners present in our system
be represented as SO = {so1, so2, so3, · · · , som}. Further,
the set of sensor nodes owned by a sensor owner, soi,
is denoted as Si = {si1, si2, si3, · · · , six}. Similarly, we
define the set of end-users present in the system as
EU = {u1, u2, u3, · · · , un}, where n is the maximum
number of end-users present in the system. Any sensor
node, sij , owned by the sensor owner, j, is configurable
to a set of communication ranges. The set of communi-
cation ranges of a node, sij , and the set of corresponding
power levels to achieve these ranges is denoted by the
sets Ri

j = {r1(sij), r2(sij), r3(sij), · · · , ra(sij)} and P i
j =

{p1(sij), p2(sij), p3(sij), · · · , pa(sij)}, respectively.
The initial communication range of a source sensor

node is set to its minimum value. Thereafter, as per re-
quirement, the source node increases the communication
range. At every communication range level of the source
node, multiple neighbor nodes may be present, as shown
in Fig. 1. The neighbor nodes work as intermediate hop-
node to deliver the sensed data of the source node to
the destination or sink. However, the communication
ranges of these neighbor nodes should be increased in
order to forward the sensed data of the source node.
For successful communication between two nodes, both
the nodes need to be present within the communication
ranges of each other, as depicted in Fig 2. In this figure,
nodes A and B are within the communication range of
each other. Therefore, when the source node increases
its range, the available neighbor node must increase
their respective communication ranges for successfully
establishing connectivity.

Theorem 1. Let MR be a zero-one matrix, of the relation, R,

on a set of k communication ranges of a sensor node, then M∗R
of the transitive closure R∗ is:

M∗R =MR ∨M [2]
R ∨M

[3]
R ∨ · · · ∨M

[k]
R (1)

Proof: Let the zero-one matrix of the communication
ranges of any sensor node be denoted as:

MR =



m11 m12 · · · m1k

m21 m22 · · · m2k

...
...

. . .
...

mj1 mj2 · · · mjk

...
...

. . .
...

mk1 mk2 · · · mkk


(2)

where the value of each mjk is either 0 or 1. Also, j and k
represent the number of possible communication ranges
at time t and (t + 1), respectively. Therefore, MR is the
zero-one matrix of order k × k. The zero-one matrix of
the transitive closure R∗ is expressed as:

M∗R =MR ∨M [2]
R ∨M

[3]
R ∨ · · · ∨M

[k]
R (3)

where M [2]
R =MR �MR, which is represented as (MR ∧

MR) ∨ (MR ∧MR) and M
[k]
R is the Boolean product of k

factors of MR.

Corollary 1. If a given relation, R, from the set of k
communication ranges from the time instant t to (t+1), then
there exists a connectivity relation, R∗, of at least one path
length.

Proof: Let R be a relation in the set of k communi-
cation ranges from time instant t to (t + 1). Composite
of a relation between two sets, P and Q, signifies the
presence of some ordered pairs, which is denoted as
P ◦ Q. Hence, the composite of the relation R signifies,
R′ = R, R2 = R ◦R, R(n+1) = Rn ◦R. In our scenario, R
contains (mi,j ,m

′
i,j). As, R2 = R◦R, therefore, R2 always

contains the pair (mi,j ,m
′
i,j), where R2 is a composite

relation. Therefore, (mi,j ,m
′
i,j) ∈ R2. Then, R∗ contains

(mi,j ,m
′
i,j). In other words, there exists a connectivity

relation, R∗, of at least one path length due to the
presence of the same ordered pair, which proves the
statement.

4 RP-SENSE: THE SOLUTION APPROACH

It is required to address the problem of computing the
optimum price for the sensor nodes so that the end-users
requested applications are served. Based on the applica-
tion requirements, each source node in the sensing plane
chooses the suitable intermediate node out of the differ-
ent options it has at its disposal. The process continues
at each hop till the sensed data is transmitted to the
destination. The source node adjusts its communication
range and selects a suitable intermediate node among
the available ones. We design a pricing scheme, named
as RP-Sense, which determines the price required to be
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paid by the end-user for the sensor nodes involved in
the application.

4.1 Selection of neighbor node
In existing literature [7], [30] discussed different schemes
for intermediate neighbor node selection in the WSNs
to transmit the sensed data from source to destination.
However, the existing neighbor node selection scheme
does not consider the virtualization of the sensor nodes.
Moreover, the authors focus on the single-user centric
approach of WSN and presented the intermediate node.
Consequently, the existing node selection schemes are
not suitable for sensor-cloud. In this Section, we explore
the scheme for the selection of a suitable neighbor node
of the source node. However, after making this selection,
the process continues until the source node is able to con-
nect and transmit the sensed data to the sink through a
multi-hop network. We consider that the communication
range of the sensor nodes is reconfigurable. The increase
in the communication range of a sensor node increases
its energy consumption. Therefore, a node with higher
residual energy is given priority of choice as the next-
hop node. We use effective residual energy (Reff ) as one
of the parameters for selecting the next-hop node. The
effective residual energy, Reff

k , of the kth neighbor node
of a source node is derived as:

Reff
k =

REk

Einit
(4)

where REk and Einit are the current residual and
initial energy of the kth sensor node, respectively.

A sensor node achieves different communication
ranges with the increasing or decreasing values of power
levels. Therefore, we adopt the power level metric for se-
lecting a neighbor node of a source node as the next hop.
We define the parameter, effective power consumption
(P eff

k ) of the kth neighbor node, as:

P eff
k =

P ci
k

P cmax
(5)

where P ci
k and P cmax are the power consumption at

the ith communication range and the maximum power
consumption of the kth sensor node, respectively.

A neighbor node of a source node may participate
as the source of multiple applications in the system.
On the other hand, the increase in the communication
range of the neighbor node may affect the service of the
other applications. Therefore, we introduce the Source
Application Count (SAC) parameter.

Definition 1. Source Application Count (SACk) of a neigh-
bor node, k, counts the number of different applications for
which it is serving as a source node.

Practically, at each communication range, some of the
neighbor nodes may be directly connected with the sink
node. In such a scenario, the neighbor node with direct

connectivity with the sink node receives an incentive as
connectivity incentive.

Definition 2. Connectivity incentive (Ik) of a node is defined
as an extra benefit received in the selection mechanism of
a neighbor node, k, as a next-hop node, considering the
communication range of source code.

Let a source node, s, is able to achieve its maximum
communication range, ra(sij) at the yth step. We assign
a weight for the 1st to the yth steps. Further, if at the
pth communication range of the source node, a neighbor
node, k, increases its communication range and is able to
connect directly to the sink node, then the connectivity
incentive is derived as:

Ik =
1

p
(6)

At every communication range of the source node, a
set of neighbor nodes is present. In such a situation,
the source node must choose a suitable neighbor node
among the available ones. We define a parameter, selec-
tivity factor, in order to select the suitable neighbor node.

Definition 3. The selectivity factor (σk) of a neighbor node
determines its capability for getting selected as a next hop
of the source node, considering Reff , P eff , SAC, and I,
respectively.

The selectivity factor of a neighbor node, k, is derived
as:

σk =



(
Reff

k

P eff
k +SACk

)
Ik, if λ = 1

(
Reff

k

P eff
k +SACk

)
, otherwise

(7)

where λ = 1 indicates that the neighbor node, k, is able
to establish the connectivity with the sink node, after
increasing the communication range.
S = {σ1, σ2, σ3, · · · , σn} denotes the set of selectivity

factors of all the neighbor nodes of a source node. Finally,
a neighbor node is selected with max{S}. If a neighbor
node is unable to connect to the sink node directly, it
follows the same process of finding the suitable neighbor
node.

4.2 Optimal pricing
A sensor owner procures and deploys the sensor nodes
in different locations for provisioning Se-aaS to multiple
end-users. In return, the sensor owner earns a certain
amount of profit, based on the usage of his/her owned
sensor nodes. However, the sensor owner bears the cost
of procuring, deploying, and maintaining the sensor
nodes. The procurement and deployment costs are one-
time costs. After paying the one-time costs, the sensor-
owner has to spend the maintenance cost in the long-
run for its respective deployed sensor nodes. Therefore,
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we consider the maintenance cost as the expenses of the
sensor owner. Let the total maintenance cost incurred by
a sensor owner, soi, for the jth sensor node up to the last
t instances is Pm

j . We compute the average expense, Ek,
of the kth node for the last t instances as:

Ek =

∑t
j=1 P

m
j

t
(8)

Let the total chargeable price for the kth sensor node
is Pk. Further, we calculate the total income of sensor
owner, soi, for the kth sensor node by Equation (9).

Ik =

(
Reff

k

P eff
k + SACk

)
Pk (9)

Using Equations (8) and (9), we compute the profit of
the sensor owner for the kth sensor node as:

Pk = Ik − Ek (10a)

Pk =

(
Reff

k

P eff
k + SACk

)
Pk −

(∑t
j=1 P

m
j

t

)
(10b)

Utility of the sensor owner
The satisfaction of the jth sensor owner for the kth sensor
node is quantified by the utility function, U(j,k), consid-
ering the price charged by the sensor owner. The utility
function, U(j,k), follows the law of diminishing marginal
utility [31] as:

U(j,k) = Pk

[
Pk(1− logPk)

Pmax
k

]
(11)

where Pmax
k denotes a predefined limit of the profit

for the sensor owner, such that Pk < Pmax
k . Pk denotes

the chargeable price for the sensor node k. We obtain
Equation (12), on substituting the values of Pk, from
Equation (10b) in Equation (11).
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Justification for using the law of diminishing factor:
Fig. 3 presents the plots of the utility values, with the

increasing charged price. This figure represents the anal-
ysis of variations in the values of utilities, considering
three price ranges – χ1 (220 − 360 units), χ2 (280 − 420
units), and χ3 (360 − 480 units), respectively. Further,
for each of the plots, we consider the constant values
of Reff

k , P eff
k , and SACk. In each of the price ranges,

we observe that the values of utility increase, initially,
with the increasing value of the charged price. However,
after a certain increment of the charged price (say Pmax),
the values of the utility start to drop. The pattern of the
utility values indicates that a sensor owner is able to
claim the charged price up to a certain amount, beyond
which the utility of the sensor owner starts to drop.
Consequently, a sensor owner is able to charge the price
for their respective deployed sensor node, considering
the maximum utility value. Therefore, the use of the law
of diminishing factor is justified for computing the utility.
Further, Property 1 summarized the applicability of the
law of diminishing factor in the proposed utility.

Property 1. The proposed utility function in Equation (11) is
based on the law of diminishing factor. The value of the utility
function increases with the increment of the charged price up
to Pmax. However, the value of the utility function starts to
drop, if the sensor owner claims the charged price more than
Pmax.

Equation (12) gives the final utility of the sensor owner.
Our aim is to maximize U(j,k), such that Pk becomes
optimal. Therefore,

argmax
Pk

(U(j,k)) (13)

subject to,
0 ≤ Reff

k ≤ 1, 0 ≤ P eff
k ≤ 1, SACk ≤ N, and Pk ≤ Pmax

(14)

Theorem 2. There exists an optimal solution of U(j,k) for the
constraints represented in Equation (14).

Proof: In order to solve the given optimization prob-
lem in Equations (13) and (14), we use Lagrangian multi-
plier [8] and apply KKT conditions [8] to obtain P∗k .

The Lagrangian form of Equations (13) and (14) is
represented as:

L = U(j,k) − µ1(E
init −Reff

k )− µ2(P
cmax − P eff

k )

− µ3(N − SACk)− µ4(Pmax − Pk)
(15)

Let Equation (15) be splitted into X , Y , and Z as:
X = Pk (16a)

Y = Pk =

(
Reff

k

P eff
k + SACk

)
Pk − Ek (16b)

U(j,k) =
Pk

Pmax
k

[{(
Reff

k

P eff
k + SACk

)
Pk −

(∑t
j=1 P

m
j

t

)}{
1− log

(
Reff

k

P eff
k + SACk

)
Pk −

(∑t
j=1 P

m
j

t

)}]
(12)
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Z = −µ1(1−Reff
k )− µ2(1− P eff

k )− µ3(N − SACk)

−µ4(Pmax − Pk)
(16c)

The partial derivative of Equation (15) with respect to
Pk is represented in Equation (17), which provides the
dual feasibility condition of KKT.

∂L
∂Pk

= XY
∂Z

∂Pk
+ Y Z

∂X

∂Pk
+XZ

∂Y

∂Pk
= 0 (17)

In order to simplify Equation (17), we use the Taylor
Series expansion and obtain Equation (18), where

α =

(
Reff

k

P eff
k + SACk

)
and β = Ek (19)

and e is the exponential term obtained after the applica-
tion of Taylor’s series expansion.

We observe that Equation (18) gives a polynomial
function. Therefore, we apply the Cardano’s method [32]
to compute the optimal chargeable price, P∗k as:

P∗k = S + T − b

3a
(20)

such that,

Q =
3ac− b2

9a2
(21a)

R =
9abc− 27a2d− 2b3

54a3
(21b)

S =
3

√
R+

√
Q3 +R2 (21c)

T =
3

√
R−

√
Q3 +R2 (21d)

and the coefficients of Pk, as obtained from Equation (18),
are represented as:

a = −1

2
α3 (22a)

b = e2α2 + 2α2β2 − 3α2 +
1

2
α3 + α2β + α2e (22b)

c = 4αβ + 2eα− 2αβ2 − 4eαβ +
1

2
α2β − αβ2 − e2α+ eα2

(22c)

d = µ4 − β2 − eβ + eβ2 +
1

2
β3 +

1

2
e2β (22d)

Algorithm 1 represents the procedure to find the op-
timal price for a selected neighbor sensor node k of the
source node. In order to deliver data from the source to

Algorithm 1 Optimal pricing in RP-Sense

INPUTS:
1: Rk, Einit, P ci

k , P cmax , SACk, Ek
OUTPUTS:

1: Optimal price, P∗k , for the kth sensor node with
communication range sij

PROCEDURE:
1: for j=1 to x do
2: for k=1 to y do
3: Compute Reff

k . Using Equation (4)
4: Compute P eff

k . Using Equation (5)
5: Obtain SACk . as given in Definition 1
6: if λ = 1 then
7: Compute Ik . Using Equation (6)
8: else
9: Set Ik = 1

10: end if
11: Compute Sk . Using Equation (7)
12: Find Max{S}
13: end for
14: Compute Pk . Using Equations (8), (9), and (10b)
15: Compute Uk . Using Equations (11), (13), and

(14)
16: Compute P∗k . Using Equation (20)
17: end for

the sink, the selected node at each hop execute Algorithm
1 and then acts as a source node.

5 PERFORMANCE EVALUATION

In this Section, we discuss the performance of the pro-
posed scheme, RP-Sense. First, we discuss the simulation
design, based on which we analyze the performance of
RP-Sense. We, then, elaborately discuss the results of the
performance obtained.

5.1 Simulation Design
In order to evaluate the performance, we consider a
simulation area of 10× 10 KM2. In the simulation area,
5 distinct types of 100-1, 000 sensor nodes are deployed
by following uniform random distribution. These sensor
nodes are owned by their respective sensor owners.
Table 3 represents the values of different simulation
parameters used for the evaluation of the performance
of RP-Sense.

−1

2
α3P3

k + P2
k(e

2α2 + 2α2β2 − 3α2 +
1

2
α3 + α2β + eα2) + Pk(4αβ + 2eα− 2αβ2 − 4eαβ +

1

2
α2β − αβ2 − e2α+ α2e)

+(µ4 − β2 − eβ + eβ2 +
1

2
β3 +

1

2
e2β) = 0

(18)
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Benchmark: As the concept of sensor-cloud is relatively
new, only a very few works addressing different issues
in the sensor-cloud architecture exist. Specifically, only
two works – Dynamic Optimal Pricing for Heteroge-
neous Service-Oriented Architecture of Sensor-Cloud In-
frastructure (DOPH) [28] and Dynamic Trust Enforcing
Pricing Scheme for Sensors-as-a-Service in Sensor-Cloud
Infrastructure (DETER) [29] – addressed the pricing issue
for the sensor-cloud architecture. We already discussed
these works in Section 2. For simplicity, we abbreviate
the proposed pricing scheme by Chatterjee et al. [28] as
DOPH and by Chakraborty et al. [29] as DETER. We
consider different parameters to compare the proposed
scheme, RP-Sense, with the benchmarks, DOPH and
DETER.

TABLE 3: Simulation Parameters

Parameter Value
Simulation area 10Km× 10Km
Type of sensor nodes 5
Number of sensor nodes (N ) 100− 1, 000
Number of sensor owners 5
Communication range (ρ) 30− 120m
SAC count 4− 18
Connectivity incentive 1− 15

5.2 Results
As the communication range of the sensor nodes is
considered to be reconfigurable. In this work, in order
to evaluate the performance of the proposed scheme,
we vary the communication range of the source nodes
in increasing steps. Fig. 4 depicts the presence of the
average number of neighbor nodes of a source node. We
consider three different communication ranges – 30m,
60m, and 90m of the source nodes, while the number
of source nodes varies from 2 − 12. Additionally, we
consider the presence of the total number of nodes in
the network as 100, 500, and 1, 000, respectively. In this
figure, first, we analyze the presence of the average
number of the neighbor nodes, while the total number
of nodes in the network is 100. We observe that the
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Fig. 5: Percentage of nodes
connected to the sink
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average number of neighbor nodes is more, when the
communication range of the source nodes is 90m, as
compared to the cases when the communication ranges
are 30m and 60m, respectively. On the other hand, the
average number of neighbor nodes decreases with the
decrease in the communication range to 60m. Finally, we
observe the presence of the lowest average number of
neighbor nodes of source nodes, when the communica-
tion range is 30m. The possible reason for this trend is
that the probability of the number of neighbor nodes of
the source node increases with the increasing value of
communication range from 30m-60m. Due to the same
reason, we observe a similar pattern in the plots, when
the total number of nodes in the network are 500 and
1, 000. We also observe that the general trend of the
plot of the presence of the number of neighbor nodes is
increasing with the increasing number of sensor nodes
in the network, while the communication range remains
the same.

We also examine the number of nodes connected to the
sink in our experiments. Fig. 5 shows the percentage of
nodes connected to the sink. Along the x-axis, we vary
the number of nodes present in the network from 100 to
1, 000. We observe that at least 7% of nodes are connected
to the sink, irrespective of the total number of nodes
present in the network. Further, we do not observe any
smooth increasing, or decreasing trend in the plot.

As SAC is one of the important factors for the selection
of an appropriate neighbor node of a source node, we
analyze the average SAC count with the variations in the
number of nodes in the network. In Fig. 6, we observe a
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Fig. 7: Variations in effective residual energy, selectivity factor, effective power consumption with number of nodes
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decreasing pattern in the plot with the increasing number
of nodes in the network. As mentioned in Definition
1, the SAC count of a node represents the number of
applications for which the node works as a source node.
The total number of applications is fixed for a network.
Consequently, we observe the highest and the lowest
SAC count in the presence of 100 and 1, 000 nodes,
respectively, in the network.

The proposed pricing scheme constitutes a few param-
eters such as effective residual energy (Reff ), selectivity
factor (σ), and effective power consumption (P eff ). Thus,
we evaluate the change in these parameters with the
variations in the number of nodes in the network, as
depicted in Fig. 7. In Figs. 7(a)-7(c), we notice a random
change in the values of effective residual energy, selectiv-
ity factor, and effective power consumption of a node in
the network. The possible reason for this is attributed to
the fact that the communication range of different nodes
is different. Consequently, the values of Reff and P eff

randomly vary with the change in the communication
range. Similarly, we observe a random variation in σ with
the change in the communication range of these nodes.

The monetary transaction among multiple actors is an
intrinsic part of the sensor-cloud architecture. Therefore,
we examine the variations in the total income of a sensor
owner. Fig. 8 depicts the change in the total income
of a sensor owner with an increase in the number of

experimental iterations, while considering the varying
communication ranges of the sensor nodes between 30m
and 120m. In order to evaluate the total income, we
consider that a random number of applications is served
by the sensor nodes of the respective sensor owners.
We observe that when the communication ranges are
90m and 120m, the total income of the sensor owners
varies between 350 and 450 units, respectively. On the
contrary, the total income of the sensor owners varies
between 500 and 625 units, when the communication
range of the sensor nodes is 60m. Finally, we notice that
the total income varies between 650 and 750 units when
the communication range of the sensor nodes. Therefore,
we infer that for the 30m range, the total income of the
sensor owners is the highest. This is attributed to the fact
that when the communication range is less, the sensor
nodes need not to spend more energy as compared to
when the communication range varies between 60m and
120m. For a similar reason, a reduced total income is
observed with the communication range of 120m of the
sensor nodes. We also evaluate the income of a sensor
owner for a sensor node with the variation of the price
charged to the end-users. Fig. 9(a) depicts the change in
income per node with the variation of the price charged
to an end-user to serve an application. We observe a
gradual increase in the income per node with the increas-
ing amount of price charged, irrespective of the price
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Fig. 10: Presence of average number of neighbor nodes
in RP-Sense, DOPH, and DETER

charged to the end-user. Thus, we infer that the income
of a sensor owner, for a node, depends directly on the
charged price. On the other hand, in Fig. 9(b), we observe
that the change in connectivity incentive does not result
in any significant change in the income per node of a
sensor owner. The incentive of a sensor node depends
on its communication range as mentioned in Equation
(6), which causes a change in the income. However, the
income of a sensor node also has a significant effect on
the other factors such as the effective residual energy,
the SAC count, and the effective power consumption.
Therefore, the income per node varies, independently
with the change in the connectivity incentive of the node.
The SCSPs are centralized entities, who earn profits for
managing the sensor-cloud platform. Thus, we evaluate
the income of the SCSPs considering the total number
of nodes 100, 500, and 1, 000 in the network, considering
five SCSPs with ids SCSP1-SCSP5. Fig. 9(c) depicts that
the income of all the SCSPs is highest when the number
of nodes in the network is 1, 000, whereas the total
income drops to the minimum amount in the presence of
500 nodes in the network. From this trend, we infer that
the presence of more number of nodes in the network
yields increased income.

We compare the proposed scheme, RP-Sense, with
the existing pricing schemes – DOPH and DETER, con-
sidering different aspects such as the presence of the

average number of neighbor nodes, effective residual
energy, effective power consumption, and charged price.
Fig. 10 presents the variations in the average number of
neighbor nodes of a source node, considering 100 and
500 sensor nodes in the network. In both Figs. 10(a) and
10(b), we observe that the presence of the average num-
ber of neighbor nodes is high in RP-Sense as compared
to DOPH and DETER. Unlike DOPH and DETER, in RP-
Sense, the sensor nodes have a provision to adjust their
communication range. Moreover, in DOPH and DETER,
the source node is able to get a fixed number of neighbor
nodes in its communication range. In the case of RP-
Sense, the source node has provision to increase the
communication range to have more number of neighbor
nodes within one-hop distance. Consequently, in all the
cases, the source nodes achieved more number of neigh-
bor nodes in RP-Sense, as compared to that in DOPH
and DETER.

 0.26

 0.28

 0.3

 0.32

 0.34

 0.36

 0.38

 0.4

100
200

300
400

500
600

700
800

900
1000

E
ff

ec
ti

v
e 

re
si

d
u

a
l 

en
er

g
y

Number of nodes

Com-Price
DOPH

(a) Effective residual energy

 0

 0.05

 0.1

 0.15

 0.2

 0.25

100
200

300
400

500
600

700
800

900
1000

E
ff

ec
ti

v
e 

p
o

w
er

 c
o

n
su

m
p

ti
o

n

Number of nodes

Com-Price
DOPH

(b) Effective power consumption

Fig. 11: Comparison of RP-Sense with DOPH and DETER
in terms of effective residual energy and power factor

The power consumption and the effective energy play
a crucial role in the proposed scheme. Therefore, we
compare the performance of the proposed scheme with
DOPH and DETER, considering the effective residual
energy and effective power consumption. Fig. 11 depicts
a comparison of effective energy consumption and effec-
tive power consumption with the variations of 100-1, 000
sensor nodes in the network. DOPH and DETER do not
have the provision to adjust the communication range.
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Consequently, the availability of the average number of
neighbor nodes is less, which, in turn, increases the in-
volvement of more intermediate sensor nodes to deliver
a data packet from the source to the sink nodes. On the
other hand, in RP-Sense, the source node is able to adjust
the communication range to select a suitable neighbor
node as an intermediate node to forward the sensed data.
Thus, we notice that the effective residual energy is less
and the effective power consumption is more in DOPH
and DETER, as compared to those in RP-Sense.
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Fig. 12: Charged price in RP-Sense, DOPH, and DETER

One of the objectives behind the proposed pricing
scheme is to provide an opportunity for the sensor owner
to charge a suitable amount of price, considering the
adjusted communication range of their respective sensor
nodes. In the proposed scheme, a source node increases
its communication range to select a suitable neighbor
node. The process continues, till the sensed data is
delivered to the sink. In the process, multiple nodes ad-
just their respective communication ranges, which incurs
addressing monetary expenses. Thus, in such a scenario,
the sensor owner should receive a price compensation for
the utilization of sensor nodes. We consider the charged
price and compare our proposed scheme, RP-Sense, with
DOPH and DETER. Fig. 12 presents a comparison of
charged prices in RP-Sense, DOPH, and DETER. In this
figure, the y-axis denotes the total charged price, whereas
the x-axis denotes the total number of nodes present in
the network. We notice that the sensor owners charge
higher amounts using DOPH and DETER, as compared
to that using RP-Sense. The reason for charging a higher
amount in DOPH and DETER is that in these schemes the
authors do not consider the presence of reconfigurable
communication range of the sensor nodes. Moreover, the
sensor nodes are unable to increase the communication
range as per requirement. Thus, in DOPH and DETER,
the source nodes use more number of intermediate nodes
to deliver data to the sink node. As a result, all the in-
termediate nodes, which participate in the transmission
of data from source to the sink, incur an additional cost.

6 CONCLUSION

In this work, we designed a pricing scheme for sensor-
cloud infrastructure, while considering the presence of
a reconfigurable communication range of sensor nodes.
The proposed scheme consists of two phases – the

selection of an appropriate neighbor node of a source
node and the design of a pricing scheme. In the first
phase, we designed a metric the – selectivity factor –
to select a best possible neighbor node of a source
node among the available ones. On the other hand, the
selected neighbor node continues, in turn, to select its
neighbor node, using the selectivity factor. The process of
node selection continues till the data of the source node
reaches the sink. In the second phase, we designed the
pricing scheme, based on the adjusted communication
range of the sensor nodes. The results of the extensive
experimental analysis support the requirement of the
consideration of reconfigurable communication range of
the sensor nodes.

In this work, we studied the presence of static sen-
sor nodes with reconfigurable communication range in
a sensor-cloud architecture. Practically, there exists the
possibility of the presence of mobile sensor nodes in a
sensor-cloud platform. Further, the mobility of the sensor
nodes enables the dynamic allocation of the sensor nodes
in a virtual sensor. Consequently, the existing pricing
schemes for traditional sensor-cloud architecture are not
applicable for use in sensor-cloud with the presence of
mobile sensor nodes. Therefore, in the future, we plan to
extend our work to design a pricing scheme for sensor-
cloud architecture, considering the presence of mobile
sensor nodes. Additionally, different channel conditions
may affect the pricing in a sensor-cloud platform. There-
fore, we plan to analyze the effect of different channel
conditions on the pricing of the sensor-cloud.
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