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Abstract

Sensor-cloud computing is envisioned to be one of the key enabling technologies for remote health monitoring.

Integration of sensed-data into cloud applications in sensor-cloud will help in real-time monitoring of patients over

geographically distributed locations. In this paper, we study the optimal gateway selection problem in sensor-cloud

framework for real-time patient monitoring system by using a zero-sum game model. In the proposed model, a

gateway acts as the first player, and chooses the strategy based on the available bandwidth, while a user request

acts as the second player, and follows the strategy chosen by the first player. We evaluate the execution time for

selecting the optimal gateway through which the sensed-data will be fetched to the cloud platform. In addition, we

show how user requests are serviced by the gateways to access data from cloud platform optimally. We also show

that by using the proposed approach, the execution time decreases, thereby helping in forming a reliable, efficient,

and real-time architecture for health monitoring.
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I. INTRODUCTION

A sensor-cloud architecture conceptually integrates cloud infrastructure with sensor networks, thereby enabling

real-time monitoring of data-intensive applications (such as health-care) that are typically spread over geographically

distributed locations [1]. Sensor networks are popularly used for deploying health-related applications such as

monitoring patients with blood sugar, blood pressure, and sleep-activity pattern monitoring [2], [3]. In such

application, the health center takes necessary decisions according to the sensed data from patients. It is a difficult

task to monitor the health-status remotely, when a patient moves randomly. So, an efficient computing mechanism

is necessary to monitor the health-status of patients when they are mobile. The data-intensive, time-varying
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requirements of the sensor networks can benefit from the intricate integration of the computational and storage

resources offered by the cloud computing applications for big-data processing [4]. Thus, sensor-cloud platforms are

increasingly become popular in health care.

Standalone sensor networks have some inherent challenges [2], [5], [6], which can be undertaken by sensor-cloud

infrastructures.

1) Data management: One of the major problems of sensor networks is data management. Storing and accessing

sensed-data from sensor networks is efficient with sensor-cloud.

2) Resource utilization: The cloud computing infrastructure provides resource sharing facility among the users.

This information sharing mechanism can be implemented around the sensor network environments, and thus,

same data can be accessible from geographically distributed regions at the same time.

3) High utility cost: Some analysis such as detecting faulty sensors, removing erroneous readings, and fusing

noisy measurements from several sensors is challenging and expensive. The sensor-cloud infrastructure is a

cost-effective approach, where the existing cloud platform can be used.

A sensor-cloud architecture is conceptualized with a combination of sensor networks and cloud applications

[5], [7]. Due to the limitations in sensor network such as limited bandwidth, storage, and memory, sensed-data

from the sensor nodes are processed through a cloud infrastructure in order to have reliable, cost-effective and

real-time monitoring facilities. Cloud applications are able to collect and process huge data that are generated

from sensor nodes through the gateways on the both sides — cloud gateways and sensor gateways. In such a

publish/subscribe system, sensor-cloud provides a platform for the execution of services that operate on sensed

data and also satisfying and ensuring the derived trust and security requirements. A sensor-cloud enables users to

easily gather, access, process, and search for a large number of data stored in the cloud infrastructure using the

computational and storage devices [8]. The dynamic behaviors of sensor-cloud infrastructure facilitate automatic

furnishing of its services as required by the users [9], [10]. In this paper, we design a framework for optimal-gateway

selection in an efficient, reliable, and cost-effective manner in a sensor-cloud, that will help for health monitoring

applications.

The rest of the paper is organized as follows. In Section II, we briefly present the literature review related to this

work. Section III presents the system model for the sensor-cloud framework. We propose a solution for optimal-

gateway selection in Section IV. Some results are discussed in Section V. Finally, we conclude the paper with few

research directions in Section VI.

II. RELATED WORK

Several works are done in the past years for health monitoring using sensor-cloud infrastructure [9], [11]–[20].

In the existing health monitoring systems prior to sensor-cloud, patients’ health-data are collected by the workers
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(such as nurse, doctors) manually. This manual system leads to a cost-expensive, error-prone, and increased latency,

which are unsuitable for real-time monitoring.

To address these issues, the authors in [9] discussed a solution for cost-effective, real-time health monitoring

system. In such a scenario, the health information is fed into a cloud environment, so that information is available

from anywhere to the patients and also to the health-care center. Thus, manual data collection issues have been

addressed by the authors for real-time, always-on, and automated health monitoring systems. However, in such

a solution model, delay-optimized gateway selection mechanism is required for mapping sensed-data with cloud

applications.

In Ref. [11], a pub-sub based model is proposed by the authors in order to integrate cloud applications with sensor

network. The authors represented publish and subscribe model as pub-sub model. According to the authors, users

register their information to the SaaS application through the publish model. In the subscribe model, appropriate

subscribers are found for each application using event matching algorithm. In such a model, published data is

available through the existing Web-services, and is accessible only to the subscribed customers. They used pub-sub

broker to utilize the cloud infrastructure as SaaS to monitor, process, and deliver the events to the users. However,

this model is not autonomous. Periodic predictions are required to be calculated for the purpose of cost-optimization.

In Ref. [14], the authors proposed a fast and flexible information dissemination system for automatic pub-

lish/subscribe mechanism. In such a system, class-group index matching algorithm is proposed for minimizing delay

to receive subscribed content, and predictions are automatically calculated. However, performance degradation takes

place when the number of customers is increased.

Aoki et al. [15] proposed a deep sensor-data aggregation mechanism for reducing congestion in network traffic

for fast response real-time data collection. The authors focus on the issues related to cloud applications such as

latency, limited bandwidth, long distance transmission for real-world implementations using WAN architecture. To

address these issues, they divide WAN architecture into two parts — front-side and back-side. The back-side is the

same as today’s network architecture, and front-side is located between the WAN and real-world part for handling

real-world data streams.

In [16], the authors propose a secure multicast sensor-cloud application based on the combination of group-key

and time-key (CoGKTK) mechanisms instead of broadcast mechanism. The group-key (GK) is used for the group

of users that satisfy the data arriving from the sensor-cloud. The time-key (TK) is used for optimization of the key

updating from joining or leaving of users. The authors show that using multicast method, it is possible to reduce

the computation and response time.

The authors in [17] proposed a hybrid framework for monitoring patient health status using a sensor-cloud. They

demonstrated the benefits of using sensor-cloud architecture for patient health status monitoring.
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The authors in [21]–[23] studied the sleep-wake cycle of the patients in a nursing home. The authors proposed a

sleep activity pattern monitoring (SAPM) system for real-time health monitoring in a local nursing home. They also

implemented a cost-effective circadian rhythm monitoring system and tested the mechanism on trial data collected

from a nursing home. Biswas et al. in [21] also claimed that their SAPM system works well for real-time health

monitoring.

In [24], the authors proposed a cost-effective, versatile clinical tool for mobile voice monitoring to track the daily

condition of vocal system. They use wearable sensor for data collection, and smart phone application platform for

storing the real-time data. Using the smart phone application and the wearable sensors, the authors proposed that

the treatment of hyper-functional vocal disorders can be effectively enhanced for providing real-time feedback to

facilitate the healthy vocal function.

It can be inferred from the existing works that most of the existing works addressed the issues related to mapping

sensor network with cloud applications for scalability and availability of the real-time monitoring system. However,

still, an optimal gateway selection mechanism is needed to be addressed to establish an efficient, reliable, and

cost-effective monitoring system and to minimize the service-delay in a dynamic sensor-cloud relationship.

III. SYSTEM MODEL

A sensor-cloud uses the publish/subscribe (pub/sub) model for receiving data from sensor network, and for

distributing that data to the interested cloud applications. All these intermediate operations are done by the pub/sub

broker that act as an intermediary entity between the sensor network and the cloud platform. We address the

execution delay problem for optimal gateway selection in sensor-cloud framework for the real-time monitoring

systems.

Cloud Applications 

G1 G2 G3 G4 

P2 P3 P4 P1 

H2 H1 

Sensor Network in 
Patients End 

Fig. 1: A schematic view of a health monitoring system using sensor-cloud applications

In Figure 1, a health monitoring system using sensor-cloud application is shown. In the Figure 1, G1, G2, G3,

and G4 are the gateways between the sensor network and the cloud platform. P1, P2, P3, and P4 represents the

patients in different areas. The sensed-data from the sensor network are fed into the cloud environment with the
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help of the gateways. All the health-care centers, H1, H2, H3, and H4, can access the real-time health-data cloud

through the gateways, and according to that, take decisions.

Let, NG be the set of gateways and NR be the set of requests from the users. So, our objective is to choose an

optimal gateway Gi ∈ NG for each Ri ∈ NR, where, i ∈ N , (N is the set of natural numbers) such that all the

requests, NR, are mapped according to their priorities. After selecting a gateway, Gi, it is included into a candidate

gateway set, Ci, for the request, Ri, and considered as the candidate gateway for optimal gateway selection strategy.

There may be more than one candidate gateway for a request, Ri. In such a scenario, we also consider the relative

bandwidth, i.e., after selecting a gateway, Gi, for a request, Ri, the bandwidth BG(i) of the gateway is reduced

during the time interval for serving the request.

A gateway, Gi ∈ NG, is selected for any request, Ri, as an optimal gateway. After serving the request, Ri, the

gateway bandwidth, BG(i), is reduced by a constant value, say cx. So, the new relative bandwidth, BG(i) − cx, is

considered to serve another request, Rj . Our aim is to choose the optimal one from the set of candidate gateways,

Ci, for transferring the user requested data to the sensor-cloud framework. For example, suppose we have two

requests, R1 and R2 , and two gateways, G1 and G2. Request R1 can be served by either G1 or G2, and request

R2 can be served only by G1. Now, let us consider that G1 has higher bandwidth than G2. In such condition, R1

is served first as it comes first and served by the gateway, G1, as it has higher bandwidth. After serving the first

request, gateway G1 does not have enough bandwidth to serve the request, R2. So, in this circumstance, a proper

gateway selection mechanism is needed to be addressed to serve all the requests optimally.

IV. SOLUTION APPROACH

A. Game Formulation

For transferring the user requested data to the sensor-cloud, we use a two-player zero-sum game [25]–[27] for

optimal gateway selection for the reduction of delay. A game is said to be zero-sum, if for any outcome, the sum

of the pay-offs to all players is zero, and can be expressed as:

∑
i

Ui = 0 i = 1, 2, ....., N. (1)

In such a zero-sum game model, the first player employs the strategy under the feedback information, while the

second player utilizes the strategy under the information structure of the first player. The problem is to serve the

user requests using the appropriate gateway in terms of bandwidth to reduce the delay for serving requests. In such

a scenario, we consider the two-player game between the gateway and user-request. In such a game model, the

gateway acts as a leader and the user-request acts as the follower. Now, if the strategies of two the players are the

same, the value of the pay-off functions for the players are identical. The first player, i.e., the gateway chooses one
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strategy, and then the second player, i.e., the user, chooses the strategies over first player’s strategy.

Definition 1. Let, Z be a game defined by (N, (Ai), (Ui)), where N is the number of players, Ai is the set of pure

strategies of player i, and Ui is the corresponding pay-off for the player i. Then Z is called a zero-sum game iff

[28]:
n∑

i=1

Ui(~a) = 0,∀~a ∈ A (2)

In our two-player zero-sum game model, N = 2. So, Equation (2) may be written as:

U1(a1, a2) = −U2(a1, a2), ∀a1 ∈ A1, a2 ∈ A2 (3)

B. Nash Equilibrium

In the proposed model, we show that there exists Nash Equilibrium, and also it follows the properties below

[28]:

1) All players exhibit the same value of pay-off at Nash Equilibrium points.

2) For a two point Nash Equilibrium, it is possible to replace the strategy of one player in the first point by the

strategy of the same player at another point.

This can be formally written, as shown in Theorem 1.

Theorem 1. Let, Z be the two-player zero-sum game defined by ((A1, A2), π). Let, (τ1, τ2) and (σ1, σ2) be the two

Nash Equilibrium points for the game, Z. Then

1) π(τ1.τ2) = π(τ1, σ2) = π(σ1, τ2) = π(σ1, σ2)

2) Both (σ1, τ2) and (τ1, σ2) are Nash Equilibria of Z.

Proof (Part I): (σ1, σ2) is a Nash Equilibrium. Therefore, the first player, the gateway, plays for maximizing

the pay-off, and, thus, we have

π(σ1, σ2) ≥ π(τ1, σ2) (4)

We have also another Nash Equilibrium point as well, i.e., (τ1, τ2). For this Nash Equilibrium point, the second

player, user request, plays for minimizing the pay-off, and, thus, we have

π(τ1, σ2) ≥ π(τ1, τ2) (5)

After combining Equations (4) and (5), we get

π(σ1, σ2) ≥ π(τ1, σ2) ≥ π(τ1, τ2) (6)
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TABLE I: Zero-sum game model

Gateway

R
eq

ue
st

(0, 0) (1, −1)

(−1, 1) (0, 0)

Similarly, we get the inequalities

π(σ1, σ2) ≤ π(τ1, σ2) ≤ π(τ1, τ2) (7)

Finally, from Equations (6) and (7), we can prove that

π(τ1.τ2) = π(τ1, σ2) = π(σ1, τ2) = π(σ1, σ2) (8)

Proof (Part II): We observe that (σ1, σ2) is a Nash Equilibrium point of the two-player game. From Equation

(8), we have

π(α
′

1, σ2) ≤ π(σ1, σ2) = π(τ1, σ2), ∀α′

1 ∈ A1 (9)

and

π(τ1, α
′

2) ≥ π(τ1, τ2) = π(τ1, σ2), ∀α′

2 ∈ A2 (10)

The combination of Equations (9) and (10) implies that (τ1, σ2) is a Nash Equilibrium as well.

In the same way, we can prove that (σ1, τ2) is also a Nash Equilibrium.

In Table I, we show the zero-sum game model, where the gateway and the request are the first and the second

players, respectively. The gateway chooses the strategy based on its available bandwidth to maximize the pay-off

to 1. With the chosen strategy of the gateway, the request follows it to get the service. Thus, the players, gateway

and request, maximize their pay-off by choosing (1, −1) strategy.

At the beginning of the game, we consider the pay-off for gateways and requests as zero. In our proposed

approach, all the gateways try to maximize their pay-off from 0 to 1. At the same time, all the requests try to get

service from the gateways as soon as possible in order to reduce the delay. Thus, we consider the pay-off for the

serviced request as −1. After servicing all the requests, the sum of the pay-off of requests and gateways is zero,

and thus, follows the zero-sum game approach, i.e.,

T∑
t=0

UG +

T∑
t=0

UR = 0 (11)

where, UG and UR are the utilities of gateway and request, respectively.
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1) Utility of gateways: We consider the gateway utility function as UG(S,BG(i),M, α, β), where,

(i) BG(i) is the gateway bandwidth value.

(ii) M is the (NG ×NR) matrix.

(iii) α and β are the decision variables of the two players.

So, for the first player (i.e., the gateway) the strategy is as follows:

max[UG(BG(i)(0),M0, α, β)] =

T−1∑
t=0

UG(t)(BG(i)(t),Mt, αt, βt) + Ug(T )(ST , BG(i)(T ),MT , αT , βT ) (12)

2) Utility of user requests: We consider the utility function of the second player (i.e., the user request) to be

denoted as UR(rp,M, α, β), where,

(i) rp denotes the request priority.

(ii) M is the NG ×NR matrix. In the matrix M , the matrix value is 1, if the corresponding gateway and request

status is unity.

(iii) α and β are the decision variables of the two players.

For the user request, the utility function is defined as follows:

max[UR(rp(0),M0, α0, β0)] = −
T−1∑
t=0

UR(t)(rp(t),Mt, αt, βt) + UM(T )(rp(T ),MT , αT , βT ) (13)

Algorithm 1 Algorithm for optimal gateway selection in sensor cloud
Inputs: Number of gateways (NG), user request set (NR), request ID (Ri(id)), request status (0 or 1), request
priority (Rpriority).
Output: Optimal gateway, NG(opt), for request ID, Ri(id)

1: if (request value ≥ prioritythreshold) then
2: Count the number of high priority requests
3: Create status matrix based on the status of requests and gateways
4: Check which gateway value satisfies the range for each request value
5: Using utility factor make a matrix to check which gateway satisfy which requests
6: Count the number of gateways, which can satisfy the requirement of the requests
7: if the number of satisfied gateway ≥ 2 then
8: Find optimal-gateway comparing the relative bandwidth of the gateways.
9: else

10: Serve the request (Ri) using that gateway
11: end if
12: After serving each request, decrease the selected gateway bandwidth value, BG(i) − cx.
13: Repeat steps 3− 10 for low-priority requests.
14: end if
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TABLE II: Simulation Parameters

Parameter Value
Maximum number of requests at a time 2000
Maximum number of gateways 50
Request priority 0 or 1
Gateway bandwidth ≤ 40 unit
Requested bandwidth ≤ 15 unit

C. Algorithm for optimal gateway selection

Our proposed algorithm follows the ‘first come first serve’ approach with priority-based service. The algorithm

finds out the high priority requests among the active ones, and serves those requests that come first. We consider

that the proposed framework supports multiple gateways for each request. When the gateway receives user requested

data to serve, the system first checks the gateway value to ascertain whether the gateway satisfies the request or

not, instead of storing the data into cloud storage first. If the gateway does not satisfy the gateway value, then the

data is stored in the cloud storage to minimize the delay. Then, the optimal gateway is selected for serving the

request.

V. RESULTS AND DISCUSSIONS

We used MATLAB to simulate the proposed solution. Table II shows the different parameters used for simulation.

We evaluated the performance of the proposed solution in three ways: (a) utilization of gateway, (b) delay for serving

the requests, and (c) overall comparison of gateway utilization and service delay.
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Fig. 2: 50 requests are served by 10 gateways

We calculate computational delay for each requests which are serviced by the gateways. We observe that the

high priority requests are serviced first, according to the proposed framework. Among the first priority requests,
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they are serviced on a ‘first come first serve’ basis. We calculated the delay for each request ID, when 10 gateways

are available. Here, all the requests are serviced with optimal delay.

In Figure 2(a), we show the number of requests served by the gateways, when 50 requests are served by 10

gateways. We observe that all the gateways are optimally utilized according to the number of requests. In Figure

2(b), we show the results of the service delay while 50 requests are served by 10 gateways. All the high priority

requests are serviced first, and, thus, delay is lower than the low priority requests.

In Figure 3(a), the utilization of gateways is shown for different gateway ID with the number of requests served,

when we consider 100 requests and 10 gateways are available for serving the requests. We observe that all the

gateways are optimally utilized to serve the requests, according to their available bandwidth. We also observed the

changes in service delay while 10 gateways are available for 100 requests, as shown in Figure 3(b). We see that

the delay increases compared to that in Figure 2(b).
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Fig. 3: 100 requests are served by 10 gateways

Figure 4(a) presents the utilization of gateways for 100 requests, when 25 gateways are considered to serve the

requests. In this case as well, we observe that the gateways are utilized optimally with an increase in the number

of gateways in comparison with Figure 3(a), according to the available bandwidth. In Figure 4(a), we see that since

there are no remaining requests to be served, some of the gateways (such as 23, 24, 25) are not used. In Figure

4(b), we show the waiting time for each request to be served.

Figure 5(a) shows the utilization of gateways when 25 of these are considered for serving 200 requests. We

observe that all the gateways are utilized for serving the requests unlike as seen in Figure 4(a). In Figure 5(b),

with an increase in the number of requests and gateways, we calculated the delay for each request wait time to

get service from the gateways. In Figure 5(b), we show the results, when 200 user requests are serviced by 25

gateways. We observed that with an increase in the number of gateways, delay is reduced compared to that in
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Fig. 4: 100 requests are served by 25 gateways
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Fig. 5: 200 requests are served by 25 gateways

Figure 3(b), where 100 requests are serviced by 10 gateways.

Overall comparison: Finally, we compared the number of requests served with fixed number of gateways in

Figure 6, and the delay for each request to get the service in Figure 7.

We compared the number of requests served by each gateway in our proposed algorithm, while the total number

of gateways is fixed (see Figure 6). We observe that each individual gateway serves more number of requests with

an increase in the total number of requests. Each gateway serves requests optimally to reduce the delay.

In Figure 7, we show the results of comparison when each request is serviced by different number of gateways

having different waiting time. Here, we can also observe that with an increase in the gateway number, the waiting

time is reduced optimally, as shown in Figure 7.
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VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a solution to the optimal gateway selection problem in sensor-cloud. We modeled the

problem as a delay optimization problem in the sensor-cloud architecture. Based on the gateway selection problem,

we have shown how the user requests can be mapped to the optimal gateway and serviced through the sensor-cloud

environment. We observed that our proposed framework works well for delay optimization. We considered request

priorities for gateway selection, i.e., all the high priority requests are served first. The future extension of this work

includes how the requests can be serviced by the gateways more effectively in order to have a reliable, and efficient,
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real-time monitoring system.
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