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Abstract—In this paper, we present solution for the de-
velopment of a novel infrastructure, Safety-as-a-Service (Safe-
aaS) for the road transportation industry. Safe-aaS provides
safety related decisions to the registered end-users. The safety
decisions are customized as per the end-user types and their
requirements. Existing related research work on road safety
focus on the development of the safety systems, which are able
to assist the driver of the vehicle. However, none of the works
serves as a common platform for providing customized decisions
dynamically as per user requirements. As per our knowledge,
Safe-aaS is one of the first attempts in its domain, where
multiple end-users receive safety related decision dynamically.
An end-user enjoys the pay-per-use service of Safe-aaS, without
concerning about the back-end process. Safe-aaS is based on
Service Oriented Architecture (SOA), where different business
entities such as vehicle owners, sensor owners, Safety Service
Provider (SSP), and end-users are involved. We introduce the
term, decision virtualization, which enables multiple end-users
to access the customized decisions remotely. We present possible
cost analysis for the entities involved in the system. Analytical
results show the cost and profit analysis of the different entities.
We observe the profit gain by mobile sensor owner is 19.69%
more as compared to static sensor owner. In the presence of 5,
10, and 15 end-users, payable rent varies between 15% — 20%
Additionally, we present two case studies to depict a clear yiew
of usage of Safe-aaS.

Keywords—Road Transportation, Service Oriented Architeeture
(SOA), Decision Virtualization, Safety Service.

I. INTRODUCTION

N the last few years, Industrial 1
[1], [2] technologies have emer
industries. Internet of Vehicles

et’o ings (IIoT)
pular in the
perative domain

torage of data. However, due to lack of
ct information, casualty increases in road
industry.

rivers and veh1cle owners, receive proper decmon W1th the
f the pay-per-use model. Typically, an end-user registers

Thereafter, the end-user is able to choose decision parameters
among the available ones. On the contrary, heterogeneous
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in the number of vehicles

es an essential aspect of concern
serjorganizations in the transportation
information to vehicle owners, drivers,

, probability of road accidents, and fatahty
of accidents. This serves as the motivation
roposing a novel architecture, Safety-as-a-Service (Safe-
here an end-user receives decisions related to road
a rental basis. The inconveniences faced by the end-
or deployment, maintenance, and reallocation of sensor
des are ameliorated with the help of this architecture. In the
proposed architecture, we introduce the concept of decision
virtualization, which helps in receiving different customized
decisions related to safety to multiple end-users from different
geographical locations. However, an end-user pays the rent
for the service as per the chosen decision parameters. Safe-
aaS provides real-time decisions related to road to certain
locations, before actually reaching the destination.

B. Contribution

The primary contribution of this work is to propose an
SOA-based architecture to impart safety decisions to multiple
users simultaneously. The specific contributions of this work
are:

e We propose a new and unique architecture for use in
the road transportation industry, which provides safety
related decisions to the end-users. This architecture is
one of the first attempts in the domain for evolving
intelligent transportation systems.

e We introduce the novel concept of decision virtualiza-
tion to meet the requirements for serving the safety
related customized decisions to the multiple end-users.

e In Safe-aaS, multiple actors are involve along with the
end-user payments. Thus, we discuss thoroughly the
possible business model for Safe-aaS, which helps in
the distribution of payment among the actors.

e We characterize the proposed architecture mathemati-
cally, along with rigorous simulation results.

The rest of the paper is organized as follows. Section II
describes the related research works done in the area of road
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Fig. 1: Safe-aaS: The System Architecture

transportation. The system architecture and cost analysis of
Safe-aaS is described in Section III. The proposed architec-
ture, Safe-aaS, is evaluated in Section IV. Finally, the work
conclude in Section V, while citing directions for future work.

II. RELATED WORK

In this section, we discuss the prior works in the domai
of road transportation. Glaser et al. [6] proposed a
step algorithm, which is executed for trajectory

unable to interact with neighboring vehicless
of which, the vehicles are unable to
independently. Considering these on-
et al. [7] designed a car-following 1, w is based on
a motion model in a single lan i solution provides
road-map and motion dependence’information to the moving
on-road vehicles. Sizfl al’ signed a macroscopic
d economic predictive model to
erogeneously congested large-scale
ork related to the mobility in ur-
proposed the mobility model for
ians and communication among them using

ir {rajectory
ad “constraints, Song

S reduced latency for transmitting RHW messages while
a stable cluster-head Further, leookaran et al.

to minimize the sum of capital expenditure and operating
expenditure in vehicular roadside unit (RSU) replacement.
They formulated the problem in two parts — offline design and
online performance. Offline design provides knowledge of set
of RSUs placed, while online design evaluates the quality of
the offline design.

Certain systems are also developed for the real-time assistance

and safety of drivers on road. Fazeen er al. [12] designed a
mobile smartphone-based system to record and analyze the
driver’s intentions, a vehicle’s condition, and overall road
conditions using three-axis accelerometer. The auditory alerts
generated from the real-time data analysis by the authors
helps in increasing driver’s awareness in order to improve
road safety. Bertolazzi er al. [13] designed a driver-support
system to maintain safe speed and distance with vehicl
Authors focus on the 1ntegrat1on of various safety aspec

independently combines the requeStSymprioritizes them, and
interacts with the user.
Synthesis: Although r

related to road safety, ne

rs addressed many problems
re renders a common plat-
ated decision to end-users. In
, [14], the authors focus on the
aspects of the road. The decision
eveloped by authors assist the driver
, maintaining safe distance, safe speed

decisions produced are not communicated to multiple
simultaneously. Our work describes an architecture to
afety related decisions to multiple users on request.
er, the end-users are able to access decisions based
various parameters from remote geographical locations
ncurrently through the newly introduced concept of decision
virtualization.

III. SAFE-AAS INFRASTRUCTURE
A. System Architecture

Safe-aaS is based on SOA, in which an end-user requests
safety related services through a Web portal. Based on an end-
user’s request, response is provided in the form of a decision
by the Safe-aaS service provider (SSP). The architecture takes
a dual-perspective as follows:

End user’s perspective: An end-user registers him/herself
with the Safe-aaS by providing all necessary information.
After the completion of the registration process, the end-
user enters the source and destination addresses using two
fields — StartFrom and EndTo. Further, the registered end-user
selects decision parameters to receive the decision service.
For simplicity, we consider lane-change, curve warning, safe
inter-vehicular distance, road condition, and past history of
accidents as decision parameters. Based on the selection of
decision parameters, Safe-aaS provides the decision to the
end-user about what s/he should do next, while he is traveling
on the same stretch of road. The end-user only pays the
amount for the decision service based on the number and
types of decision parameters. Depending upon the number of
sensor nodes involved in generating the decision requested
by the end-user, the rental fee paid by him/er is decided.
However, the end-user is unaware of the back-end process.

Analytical perspective: The Safe-aaS infrastructure is
based upon five layers, which are as follows:
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Device Layer: This layer consists of heterogeneous physical
sensor nodes. These nodes are static and of innate type. Fig 1
shows the various sensor nodes present in the device layer
in Safe-aaS infrastructure. Further, static sensor nodes are
of two types — scalar and camera, which are deployed over
different geographical locations. Scalar sensors provide non-
visual data such as road and weather conditions. The camera
sensor node imparts information regarding traffic, detection
and monitoring of on-road vehicles, and accident data. The
innate type sensor nodes are those that are built into vehicles,
which render instruction regarding the rim, tire, load, and
speed of the vehicles. Sometimes innate sensor nodes may
be deployed on the vehicle by the sensor owners.

Edge Layer: This layer is responsible for processing time
sensitive raw sensor data. In road safety, time is a crucial
factor for data processing and making a decision. Thus, all
time-critical data are processed in different edge devices. As
the vehicles are mobile, the edge nodes are chosen dynami-
cally for processing the data in order to make decision. If the
data received from the device layer are not time sensitive, the
data are further transmitted to the cloud-server.

Decision Layer: The processed sensor data from the edg
devices are delivered to the decision layer. Furthe
combined processed sensor data received from mu1t1
deV1ces generate decision [13]-[15]. As shown in Fig

edge layer devices or cloud-server.
Decision Virtualization Layer: In Saf
quest decision services from different
This layer is responsible for the logi
sions and end-users. The concept o
introduced in this layer. Using a single decision
is shared among multi endzusers. However, the end-user

gets an illusion thatfl ccisionyisgéreated only for his/her
vistualization layer executes the decision

service. The decision
end—user, while executing service

rtualization is

selection of decision parameters is needed to be
from this layer by an end-user.

B. Safe-aaS: Mathematical Model

In the Safe-aaS architecture, based on time-sensitiveness,
the primarily processed sensor data from the edge layer are
delivered either to the decision layer or further transmitted
to the cloud-server. In the decision layer, various processed

sensor data are combined to generate a decision. The decision
layer stores the decisions for a short duration. Further, the
generated decisions are transmitted to the decision virtualiza-
tion layer. Based on the number of users requests and their
selected decision parameters the decision are virtualized. Fur-
ther, the virtualized decisions are accessed by multiple end-
users belong to various geographical regions at the same time
instant. The Safe-aaS infrastructure consists of four key actiye
components — vehicle owners, Sensor owners, safety serv1

Safe-aa$ infrastructure.

Sensor owners deploy hetero
different geographical locations andWaegdire monetary ben-
efit based on the utilizatign, of the sensor nodes by Safe-
aaS. Let us consider t
S = {51,8,- -
k sensor owmers

vehicles.

nition 3. Passive vehicle owner refers to the owner of the
icles in which sensor nodes are not built into them, but the
ens des are deployed by other sensor owners.

consider V. = {V% VP} as the set of vehicle owners,

ere V* and VP denote the set of active and passive vehicle
owners present in the system. Any ‘" active vehicle owner
is V%, such that V;* € V* and 1 < ¢ < [. Similarly, Vjp
denotes the ;' passive vehicle owner, such that Vjp e vr
and 1 < j < m. Any active vehicle owner, V,*, has S}” set
of inbuilt sensor nodes. Similarly, in the vehicle of the passive
vehicle owner, Vip , sensor owner, S; € S deployed a set of
physical sensor node is represented by S5”. Additionally, the
set of static sensor nodes present in the Safe-aaS is denoted by
Sst. Each sensor owner S; deploys Si* (1 < b < z7) type of
heterogeneous sensor nodes at various geographical locations.
The number of active static sensor nodes at any time instant,
T, of any sensor owner, S; is y, where S; € S (1 <y < x7).
Therefore, the set of heterogeneous sensor nodes, .S, present
in the system is represented as S = {S*¢, 5% Si"}. The
total number of sensor nodes Ng, at any time instant (%) is
mathematically expressed as:

Ng, = (21 + 22 + 3) (D

where x1, x9, and 3 represent the total number of static,
inbuilt, and external sensors present in the system at ' time
instant.

Proposition 1. The mapping F from the set of static sensor
nodes St to set of sensor nodes S is a set-valued map.

Proof: We consider F' to be a function, which maps the
set of static sensor nodes, S°¢, to the set of sensor nodes, S.
Therefore, S is the co-domain and S*! is the domain of F.
For each static sensor, S5t € S5 (1 <4 < z7), where S a
non-empty set, F'(S5?) is a subset of S. Mathematically,



F:S% = Sif Sf'e S%and F(SJH)CS (2

Therefore, F' is a set-valued map or multivalued function
from S*¢ to S. [ ]

Similarly, the function F” is a set-valued map from S¢* to
S and the function F” is also a set-valued map from S to
S.

Each physical sensor node present in the device layer is
represented as a 6-tuple.

S = (type, sense, id, loc, O, R) 3)

The trype of a physical sensor node represents whether the
sensor node is static/innate type. In a sensor node, different
types of sensor are possible to be integrated. Thus, sense
represents the type of sensor integrated with the node. Each
physical sensor node has an unique identification number,
which is represented as id. The geographical location of any
physical sensor node is denoted as loc = (lat,Ing), where
lat and Ing represent the latitude and longitude of the sensor
node, respectively. Further, the sensor node either belongs to
a sensor owner, S, or a vehicle owner, V. Therefore, the set
of owner of physical sensor nodes and vehicles is represented
as, O = {Ol 1 0; € (SUV)},Vl S {1,2,"' ,g}.

In the existing literature various reputation schemes are
discussed [16]-[18]. However, we have computed the param-
eter Reputation, R, to quantize the performance of sensor
nodes as represented in Equation (11). In order to quantify
the reputation, we compute the effective utility, U/ of a
sensor node. The effective utility, U¢/7, is defined as the
degree of usefulness of the sensor node in terms of the residua
energy (£7°%) at any time instant, ¢, energy utilized for sensin
(&°"%), transmission (£{7*") by a sensor node, di
between the sensor node and edge node or cloud

node varies at every time instant with the increast
in D;"°. Moreover, D, is always less than
communication range of sensor node. With. the
in £[79"¢ of the sensor node, the &£/¢%!

where Df ©¢ denotes the Euclidean distance between the
sensor, .S;, and edge nodeffeloud, e, at the tth time instant

and ™ represénts the initfal energy of the sensor.
The state St physical sensor node is represented as:

t= L,
=10,

erefore, from Equation (5), the state of any static
semor node S5t (S5t € S5') over a time interval T =
{t1,t9¥ - ,t,} is expressed in Equation (6).

sensor is active
otherwise

&)

Sst=[1 1 1 0 0 - 1] (6)

Theorem 1. In any application area, over a time interval, T,
the join of zero-one matrix of the relation, R, on the state of
a sensor node, provides the transitive closure of the matrix.

Proof: Let the zero-one matrix, Mpg, of the relation, R,

on the state of sensors, S, over time period, 7', be represented
as:

11100 1
100 01 0

Mg— |01 1 01 1 o
1000 1 - 1

M is the zero-one matrix of order (n x Ng).Ahe trafisitiv
closure R* is expressed as:

Mg = MgvME v ME v v 8)

where M 1[%? Vis the Boolean prod, “(MgA
Mg)V (Mg AMpg) and M2 i§ uct of Ng
factors of Mpg. [ |

The possible states of a sens@ ¢
inactive. Thus, in order to dete R, we observe the
average number of times ysical sensor node was active
over a time interval. We,
calculating the average n
node was active.

tate of the sensor (St*V9(t))
ned in Equation (9).

ccessfully delivered to the edge node. P; is expressed as:

se dr
P, =4 _Td (10)
ng

where nj® and ngr are the number of data packets sent
and dropped respectively, at the t** time instant. Finally, R is
considered to determine the performance of any sensor node,
S; € S. The reputation comprises of three parameters average
state (St*9(t)), packet delivery ratio (), and effective utility

(Ueff). R is mathematically expressed as:

R = St*9(t) x P, x USS (11)

Let £ denote the set of edge devices present in the edge
layer, where £ = {ej,ea, - ,ep}. As per the services
requested by the end-user, various processed data from the
sensors are integrated to yield a decision, D; € I, where
D denotes the set of possible decisions. Any decision, D;, is
produced by combining ¢ (¢ € 6) number of processed sensor
data obtained from the edge layer or cloud-server.

Proposition 2. The mapping function, F, from set of edge
devices at any time instant, t, to the set of decisions produced
in the decision layer to serve the end-user’s request is
surjective (onto).

Proof: We assume codomain of F is the set of decisions
and the domain is the edge devices at which the raw sensor
data is processed. Every element in the codomain has pre-
images in the domain. Thus, multiple sensor data are fused
to produce a decision [15].

F(Dy) ={&|& € By = E # ¢ (12)



Therefore, we conclude that to serve any end-user’s request,
mapping function, F, is surjective. ]

The decision, D;, to be delivered to the end-user, F,, is
expressed as a 3-tuple, D; = (DWre Dintv parea) The
3-tuple of decision, D%P¢, D and D%"¢® represent the
various parameters requested for the decision, duration for
which the decision is requested, and the area or location
over which the parameters are requested. The mapping of
any decision, Df_, to be delivered to the end-user, E, to
the set of decisions in the decision layer is represented by the
function, f, such that f(Dpe Dintv parea) . Dy — D
Further I’ is expressed as D' C D and D' = {D;|D; € D}.
Depending upon the decision requested by the end-user, a
set of decisions is selected from the decision layer and is
combined using the function f.

C. Cost Analysis

In order to receive decisions, an end-user pays rent for
Safe-aaS infrastructure. Thus, there exist cash inflow and
outflow of different actors in this architecture. We consider
four active components in Safe-aaS — sensor owner, vehicle
owner, SSP, and end-user. A sensor owner deploys sensor
nodes over different locations or in vehicles. Therefore, for the
deployment and maintenance of these sensor nodes, different
costs are involved. The cost outflow for any sensor owner is
mathematically represented as follows:

CSk = CfizedNSk + Cvam’ableNg;:twe (13)

where Cs, is the cost incurred by the k' sensor owner.
Ctized and Cygriqbie tepresent the fixed and variable cost
respectively. Further, Ngs, and Nggme are the number o
static sensor nodes deployed by the sensor owner, S
the number of sensor nodes active during the time pefi
respectively. Fixed cost, C't;izeq, is the sum of the
it" sensor node, C,, and the cost of deploying/ C
physical sensor nodes. Mathematically,

Ctized = (Cs; + Caepio (14)

rred due to
or nodes over a

The variable cost, Cyariable, 1S cost

regular maintenance, Cy,qintai th

month. Similarly, cost g a, 0 t jth active vehicle
owner, is represented
active
Cvja variableN jﬂ (15)

ber of sensor nodes active during
T. Since the active vehicle owners have

owner who deploys sensor nodes in the vehicle. Additionally,
the passive vehicle owner earns profit in the form of rent
paid by the sensor owner for deploying sensor nodes on the
vehicle. Therefore, the profit of any j* passive vehicle owner,
VP, increases with the increasing number of sensor nodes
deployed on the vehicle. An end-user adopts a pay-per-use
model in the Safe-aaS architecture. Consequently, cost outflow

of end-users registered to Safe-aaS of the ith SSP, SP; € SP
are calculated as:

(trcv - tallw) i d

— “tmpe (16)

where C, represents the rent paid by the k" end-user.
Cfmpc is the per unit cost based upon the number of decision
parameters chosen by the i*" end-user and t,,. is the ti
duration (in minutes) for which the end-user requests
service. The per unit penalty cost, Cpy,, is ded
rent of the end-user, if the requested service
with significant delay above an allowable time pe
taiiw- Therefore, (t,cy — taiw) is the time duigati
which the penalty cost is levied upon, if the
is delayed. The time instant whep
decision, is denoted by t,.,. We
factor, d, in the payment of end:

_
CEk - tmpctuse - CP"

Definition 4. Discount factor 1SQkeceiveds by the end-user
from the Safe-aaS infrastructure, ¢ end-user requests
information beyond a tim tant, v, such that t,.e > t'.

SSP is the centralize verning body, which administers
the entire mainten an cial issues along with regis-
oth components of Safe-aaS. The net
SP, SPy, is denoted as:

. (t — tall )
tlmpctuse - Cpn e 60 e ) (17)
where Psp, 1s the profit of SP; for z end-users, where z
is number of end-users registered to the safety service

r0o SP;, where z C n.

1V. PERFORMANCE EVALUATION
. Simulation Design

To evaluate the performance of the proposed infrastructure,
we consider total 100-1,000 sensor nodes over a simulation
area of 10km x 10km. We consider the presence of 5 types
of static, inbuilt and externally placed sensor nodes, which
belong to 5 type of sensor owners. The owners of sensor nodes
are categorized as sensor-owner, active vehicle owner and
passive vehicle owner. The simulation parameters we consider
are listed in Table L.

TABLE I: Simulation Parameters

Parameter Value
Communication range | 30 — 80m
Cs, 75 units
Cleploy 25 units
Cvariable 30 units
‘tmpc 100 units
Cpn 15 units
Discount factor (d) 5%
B. Results

We evaluated the proposed architecture of Safe-aaS using
the following performance metrics:
Number of active sensor nodes: In Figs. 3(a)-3(c), we consider
the presence of static, externally placed, and inbuilt sensor
nodes with sensor types A, B, and C out of the 5 sensor
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nodes’considered in the simulation. The total number of nodes
in the network varies (along the x-axis) from 200-1000 with
an interval of 200. We observe an increasing trend in the
number of node activations with the increasing total number of
nodes present in the system. Interestingly, we observe that the
number of active nodes is always higher in the case of static
sensor nodes, as compared to the externally placed and inbuilt
ones. The possible reason for this trend of increasing number

of static sensor nodes is that thefexternallyS$placed and inbuilt
sensor nodes are activated onlyfwhen the vehicle is mobile.
Therefore, these nodes sense and it data when they are
mobile. On the other hand, static sensé#”nodes are activated
for monitoring some physieal,phenomena continuously.

Cost outflow of sens icle owners: Fig. 4 represents
the cost outflow o le owners, considering the
des in the system. We increase
in the network in steps of 100 for

or nodes is always greater than the same for
bile sensor nodes. The mobile sensor nodes are not always
ted due to their dynamic mobility, whereas the static
des are active during the maximum duration of time.
, the variable cost associated with the externally placed
ile sensor nodes is lesser as compared to static sensor
des. Consequently, the total cost in static sensor nodes is
more than the same for mobile sensor nodes.

Profit of sensor/vehicle owners: Fig. 5 shows the profit
incurred by sensor/vehicle owners for providing the services
in Safe-aaS. The x-axis of the figure depicts the presence of
total number of sensor nodes in the network starting with
100 and increasing up to 500, in steps of 100. In this figure,
we observe the increasing trend in profit with the increase in
the total number of nodes in the network, for both mobile
and static sensor nodes. One of the possible reasons for this
type of trend is — the active vehicle owner have inbuilt sensor
nodes, so they do not pay the fixed cost always. Consequently,
the mobile sensor owners acquire more profit compared to the
static sensor owners.

Average payable rent by end-users: In order to examine
the average payable rent by an end-user, we consider the
presence of 5, 10, and 15 end-users respectively. Fig. 6
depicts the change in the average payable rent by the end-
users when the total number of nodes varies from 100-500.
From the figure, we observe an obvious increasing trend in
rent with the increase in the number of end-users. However,
we also observe that if the total number of nodes present
in the network increases, the average payable rent increases
accordingly. The possible reason for this trend is that when
the number of nodes is 500, the end-users are served with
more number of nodes as compared to the presence of 100
nodes in the network.

Utility of sensor nodes: Fig. 7(a) and 7(b) depict the utility
of the static and mobile nodes. The vehicles are mobile, so,
the distance between the mobile node and the edge node

CNns
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varies. In this plot, we consider the distance between the edge
node and static/mobile nodes along the x-axis. We observe
that there exists an increasing trend in utility of the sensor
nodes with increasing distance. We infer from these plots that
the possibility of choosing a sensor node is more when the
distance between sensor node and the edge node reduces.
Analysis of residual energy: Fig. 8 shows the compariso

of residual energy in case of static and mobile sensor
with the variation in the total nodes from 100-1,

decreases with the increase in the total nu
present in the network. However, the rate of
residual energy is more in case of static S
to that of mobile sensors. The static se

certain geographical locations for ceatinuous
certain parameters, which is the p le c
decreasing trend of residual en

are fixed at
nitoring of
e for steeper

X registers himself with Safe-aaS infrastructure by providing
a source as A and destination as B. He selects the decision
parameters weather, turns, the number of speed breakers, and
pot holes. On the other hand, another end-user, Mr. Y, has
logistic business. He wants to send some important goods
by his heavy vehicle, from location A to B. The driver of
the heavy vehicle is new to the road between locations A

and B. Therefore, in order to send the goods quickly and
safely, the owner of the heavy vehicle, Mr. Y, registers himself
with the same Safe-aaS infrastructure as Mr. X. At the time
of registration, the decision parameters chosen by Mr. Y
are — maximum permissible weight, congestion, and weather.
Considering the given scenario, Mr. X and Mr. Y both start
their journey. For the first p kilometers (km), both vehicles
travel through the same road. However, at (p + dp) km,
inbuilt sensor nodes of Mr. X’ s vehicle sense the data fro

there 1s congestion up to the nex
another set of sensors report thg
(p + 6p’)*" km from the startin a huge number
of heavy vehicles are stuck. Howeveriither€ is another bypass
road between p and q. T the decision is virtualized and
provided to the driver e heavy vehicle to choose the
bypass road, so that the €0ngestion can be avoided.

II: Patien sit

rio as mentioned in Case Study I
iven sceémario; mbulance is started from a small
B for transiting a patient to a multi-
location C, far away from A. However,

rocessing the data received from the heavy vehicle, it

served that there is significantly less number of vehicles

the road. Consequently, the decision is virtualized and the

driver of the ambulance is instructed to take the bypass road
in order to reach faster.

V. CONCLUSION

In this paper, we have proposed the mathematical model of
SOA-based Safety-as-a-Service infrastructure (Safe-aaS). This
architecture provides safety related decisions to multiple end-
users at the same time instant using decision virtualization.
As per our knowledge, this is the first attempt in the direction
of road transportation, where customized safety decisions
are provided dynamically on end-user demand. Additionally,
we show the two case studies, which depict the real-life
applicabilities of Safe-aaS.

Different research problems are needed to be solved in
Safe-aaS for its real-life implementation for use in the road
transportation industries. However, in future we plan to ex-
plore the problems in Safe-aaS, considering different technical
and implementation related aspects in its different layers. In
practical scenario, there are chances of the presence of selfish,
malicious, and misbehaving nodes in Safe-aaS architecture,
which we will consider in future and thereby, provide the
solution to tackle these nodes. Additionally, we target to
work on the pricing model for different actors in the Safe-
aaS architecture, by utilizing the reputation of the sensor
nodes. In the presence of different entities involved in Safe-
aaS architecture, such as SSP, vehicle owner, and end-users,
the security and privacy are required to be considered. We plan
to extend our work by considering the security and privacy
issues in Safe-aaS.
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