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Abstract—This paper presents a procurement-based user as-
sociation scheme for LTE-Advanced HetNets. The proposed
scheme enables LTE Macrocell (LMC) to leverage capacity from
Femtocells (FCs) and fulfills the excess demand of the registered
LMC (rLMC) users. Additionally, we propose an energy-efficient
and QoS-ensured resource allocation scheme for rLMC users.
Although the existing schemes capacitate 2G/3G-based cellular
networks to leverage resources from complementary networks
such as WiFi, these schemes are not well suited for LTE-Advanced
networks because of the different architecture. Moreover, the
existing schemes centered on rate-adaptive resource allocation,
which is limited in capability of offering guaranteed bit rate
(GBR) services to the rLMC users. The proposed scheme has
manifold notable features. First, unlike the existing schemes,
it implicitly ensures QoS of offloaded rLMC users. Second, it
encourages competition among FCs, which results in cost-effective
rLMC user association. Third, it is adaptive to the stochastic na-
ture of users’ demands. Finally, for data rate calculation, we use
lookup tables given in 3GPP standards for LTE-Advanced. This
makes the proposed scheme practically implementable in LTE-
Advanced HetNets. Numerical simulations and the corresponding
insights of the results justify the suitability of the proposed
scheme for LTE-Advanced HetNets.

Index Terms—LTE-Advanced, femtocell, HetNets, procure-
ment, user association.

I. INTRODUCTION

In recent times, the magnitude of resource-demanding and
power intensive mobile applications have increased exces-
sively. Examples include video-calling, media-streaming, vir-
tual reality (VR), and online gaming. According to a recent
forecast [1] cellular traffic is expected to increase by nearly
four times in the next four years. Traditional cellular networks
(CNs) with LMC base station (BS) are unable to handle this
massive data traffic due to their inherit constraint on coverage
and network-capacity. To overcome this hurdle, cellular net-
work providers (CNPs) opt for heterogeneous networks (Het-
Nets) architecture [2], [3], wherein several FCs1 are deployed
under the blanket coverage of LMC. The FC is low-power,
short-range, and cost-effective wireless access point which
increases the network capacity and coverage, by decreasing the
number of dead zones (i.e., regions with no wireless network
coverage) [4]–[6].

The FCs are deployed by either CNPs or home-based users.
Accordingly, the access mode of FC is divided into three
categories — open, hybrid, and close [7]. In open access mode,
any user within the coverage range of FC can avail the service.

The authors are with the Department of Computer Science and En-
gineering, Indian Institute of Technology Kharagpur, India (Email: saten-
dra.cse@iitkgp.ac.in; smisra@sit.iitkgp.ernet.in).

1The terms smallcell, hotspot, and femtocell mean the same in the context
of the problem discussed in the paper, and will, thus, be used interchangeably.

The main disadvantage of open access mode is the absence
of access control mechanism which eventually increases the
network congestion and decreases the user QoS. However,
in case of closed access mode, only subscribed users (SUs)
are allowed to use the FC service. Each FC maintains the
information about SUs in the access control list [4]. Although
closed access mode ensures better secrecy and QoS to SUs,
the user access restriction causes under utilization of radio
resources. To overcome the shortcoming of both open and
closed access mode, the 3GPP standard [8] proposes hybrid
access mode. In this mode, FC owners first use the radio
resource to serve their own subscribed users and remaining
resources are allocated to serve rLMC users.

The LTE-A QoS are mainly classified in two categories,
namely: guaranteed bit rate (GBR) and non-guaranteed bit
rate (non-GBR). The GBR service is applicable for real-time
applications wherein the minimum data rate of user is ensured
over the time-varying wireless channel [9]. However, the non-
GBR services are suitable for delay-tolerant applications and
may suffer packet loss under network congestion. In literature,
there exists two dynamic resource allocation schemes – rate-
adaptive (RA) and marginal-adaptive (MA) to deal with above
mentioned service classes. In RA scheme, cells aim to max-
imize the throughput for a given power budget and bit error
rate constraints [10]. On the contrary, in MA scheme, cells
minimize the total transmitting power subject to the throughput
and bit error rate requirement. Specifically, the MA adjusts the
power to compensate the dynamic channel condition [11], [12].
Hence, for GBR services, the MA scheme is more effective
compare to RA resource allocation scheme [10].

Nevertheless, to maintain user QoS, the CNP needs to
deploy their FCs wherever possible. However, this increases
the overall capital and expenditure cost of CNPs. Therefore,
the CNP motivates the FC owners to operate in the hybrid
mode, by offering incentives, and serve rLMC users. Above
all, we aim to answer following queries from LMC perspective:
i) which FC should be selected for rLMC user association, ii)
which set of rLMC users should be associated to the selected
FCs, and iii) how much LMC should pay to the selected FCs.
In this paper, we study the user association problem for LMC,
in which the FCs are motivated to serve the rLMC users in a
QoS-ensured manner.

Various works on incentive-based user association [13]–[17]
exist in the literature. Paris et al. [13] proposed a reverse
auction framework wherein small cells compete to serve the
macrocell excess user demand. Based on the same auction-
based approach, Trakas et al. [15] proposed a scheme, in
which multiple LMCs compete for the limited FC capacity
to offload their excess demand. Recently, Qi and Wang [17]
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used game theoretic scheme to motivate FC to adopt the
hybrid access mode. The existing countermeasure schemes
[13]–[15] are tailored for very idealistic situation. In particular,
during FC selection, for rLMC user association, LMC excludes
its own capacity which results in under utilization of radio
resource. This also incurs excessive payment to FC owners.
Further, in the existing approaches [13]–[17], the rate and SNR
relationship are modeled using Shannon’s capacity theorem,
instead of lookup tables given in the 3GPP standard [8].

Considering these limitations, it is important to design a
holistic user association scheme for LTE-Advanced HetNets,
which not only motivates the FCs to serve the rLMC users,
but also ensures QoS of the associated rLMC users while
taking into account the serving capacity of LMC. The major
contributions of the paper are as follows:

i) We study a market situation with single LMC base sta-
tion and multiple FCs. The LMC aims to associate its
registered users to the FCs with minimum cost.

ii) We formulate the user association problem as a multi-unit
single-item procurement auction, wherein the FC builds a
quotation table (QT) based on the power budget, and the
number of physical RBs left after serving its SUs.

iii) The proposed scheme implicitly enforces healthy compe-
tition among FCs, and permits multiple bids based on the
number of rLMC users FC is willing to associate.

iv) We propose an energy-efficient resource allocation
scheme, which ensures the QoS requirement of rLMC
users associated to different FCs.

II. RELATED WORKS

In the literature, there exists various studies on user asso-
ciation for HetNets. Based on the primary motive of study
we classify them broadly into two categories — Interference
Avoidance [?], [6], [18]–[20] and Load balancing [3], [21]–
[24].

Ha and Le [18] proposed an uplink power control algorithm
for user association and interference avoidance using game-
theoretic approach. In particular, authors proposed a load-
aware user association scheme followed by iterative uplink
power allocation scheme for HetNets. The power updating
schemes take into account the inference from other users
and QoS requirements. Recently, Mishra and Murthy [19]
addressed the interference avoidance problem by adjusting
power spreading. In the proposed scheme, each FC optimizes
its power spreading factor for maximizing energy efficiency
and mitigating interference, while ensuring the SINR of its
associated users. Further, Amine et al. [20] focused on the
same problem from a game-theoretic perspective. The authors
obtained mapping between users and FCs based on the SINR
profile of the former using a many-to-many matching game.
These countermeasure approaches are effective in co-channel
interference avoidance and limited to ensuring minimum user
SINR. Since GBR service requires sufficient resource alloca-
tion along with minimum SINR, none of the aforementioned
work is adequate for GBR services.

In the context of load balancing, Son et al. [21] proposed a
soft load balancing scheme and derived a closed-form expres-
sion of outage probability as a function of load ratio and user

assigned bandwidth for CDMA and OFDMA-based networks.
Further, the authors evaluated the optimal load fraction which
minimizes the outage probability of the users. Kim et al.
[22] proposed optimal resource allocation scheme for load
balancing among LMCs and FCs. The resource allocation
scheme motivates the FC to operate in hybrid mode and also
ensures that the average throughput of the SUs is greater than
that of the offloaded rLMC users. Recently, Park and Kim
[23] proposed mute-based scheme for load balancing. The
authors selected an optimal set of small cells, typically near
to macrocell, to enhance the SINR of edge users associated
to outer smallcells. The load is balanced by making the edge
users attracted towards outer smallcell through improved SINR
and power biasing techniques. The selection of smallcells for
mute is based on user distribution and traffic demand statistics.
The proposed scheme is effective for users who suffer from
poor coverage. Further, Demirci and Korcak [24] addressed
the problem of load balancing between WiFis and cellular
network. In this work, the authors proposed various algorithms
based on cell breathing, in which lightly (heavily) loaded
WiFi nodes expand (shrink) their respective communication
ranges. The WiFi nodes adjust the transmitting power of
beacon packets, for a given user distribution, while ensuring
full coverage. Further, the algorithms are extended to accept
macrocell users based on the existing load of WiFi. These
works are non-incentive based and usable in scenarios where
macrocell and FC networks are owned by the same CNPs.
However, these techniques are inefficient if the FCs are owned
by third parties. For this, we need an incentive-based scheme,
which motivates the third party owned FC to serve associated
rLMCs.

In the existing literature, few works [13]–[16] investigated
the problem of incentive-based load balancing through data
offloading. Paris et al. [13] proposed a reverse auction frame-
work to offload the macrocell excess demand. Here, multiple
smallcells compete with each other to serve the macrocell’s ex-
cess demand. The mechanism also ensures the integrity of the
bid value received from the from smallcells. Likewise, Dong et
al. [14] proposed a reverse auction-based solution for dynamic
data offloading. In the proposed scheme, the service area is
divided into different sectors and the macrocell estimates the
future demand for each sector. Based on the estimated demand
and bid received from smallcell, macrocell decides the amount
of bandwidth to purchase from each smallcell. In contrast
to these schemes, Trakas et al. [15] proposed an auction-
based approach for small cell operators, in which multiple
macrocells compete for the available smallcell capacity to
offload their excess demand. Iosifidis et al. [16] proposed an
iterative double-auction based mechanism, in which multiple
macrocells compete to offload data over various smallcell
networks. The macrocells try to maximize the amount of data
to offload, whereas the smallcells try to minimize the cost it
incurs to accept the offloading request. The authors achieved
the social welfare by maximizing the difference between these
two conflicting objectives.

Synthesis: Based on our analysis of the existing literature
on user association, we infer that there is a need to design
a scheme which associates rLMC users to available FC and
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should aligned with LTE-Advanced HetNets architecture. In
particular, the scheme should enable LMC to motivate the FCs,
owned by home-based-users, to serve the rLMC users in QoS-
ensured manner.

III. SYSTEM MODEL

We consider a two-tier heterogeneous wireless network
consisting of a single LMC base station surrounded by |F|
FCs, where F = {F1, · · · , Ff , · · · , F|F|} is the set of FCs.
The LMC is in-charge to serves rLMC users. We denote the
set of rLMC by Rl, which is characterized by homogeneous
Poisson point process (PPP), namely φl(λl), where λl is the
rLMC user density. We consider that the FCs are within the
communication range of LMC, as shown in Fig. 1. The FC
operates in hybrid access mode, and hence, serve two type of
users — guest users (GUs) and subscribe users (SUs). The
users registered with F thf FC are known as its SUs, and is
denoted by SFf

. The deployment SFi is characterized by a
homogeneous PPP, denoted by φFf

(λFf
), where λFf

is the
SU density. The rLMC users who are in the communication
range of F thi FC, are known as GUs of the respective FC,
which we denote by GFf

. It may be noted that, all the SUs
can only be served by the corresponding FCs, whereas the GUs
can either be served by the corresponding FC or the LMC. The
FC invests its radio resources, namely resource block (RB) and
power, to serve GUs and hence, receives the incentive from the
LMC. Each FC serves its SUs before serving any GU.

Based on the existing literature [22], we consider that
the LMC and the FCs operate in the orthogonal frequency
spectrum. The bandwidth allocated to cells is further divided
into small RBs, each of size 180 KHz. Let N l, P lmax, NFf ,
and PFf

max denote the number of LMC RB, LMC power
budget, number of F thf FC RB, and F thf FC power budget,
respectively. Hence, the maximum power allowed in each
RB of LMC and F thf FC are given by plmax =

Pl
max

N l and

p
Ff
max = P

Ff
max

NFf
, respectively. For given channel condition and

noise, the maximum power for RB defines the best modulation
and coding scheme (MCS) that a cell can employ for its user.
Further, each cell finds the discrete power level for desired
MCS. We define the possible power levels for the cth cell2 as
totally ordered set Pc = {pc1,pc2, . . .pc|Pc|}, where |Pc| ≤ 15
[25], i.e., for a cell with worst channel condition, it is not
possible to employ best MCS.

A. Channel Model

We assume that each user experiences invariant channel
conditions for all the RBs, irrespective of its location inside
the cell. We model the channel gain as a function of path-
loss, fast fading, and shadowing. Therefore, the channel gain
between user u and cell c can be expressed as:

Γc = Kβcζc(Lcavg)
−αc

(1)

where K is a system constant dependent on both transmitter
and receiver antenna gains and heights, βc is the fast fading
gain occurring due to the multi-path propagation, ζc is the

2We use c to index both the LMC and the FCs.

Fig. 1: Two-tier heterogeneous wireless networks

slow fading gain due to the shadowing effect, Lcavg is the
statistical average of distance of all the SUs (rLMC) in FC
(LMC), and αc is the path loss exponent. This may be noted
that, the variation in the channel condition for a given user
with respect to different RBs, results in a complex problem of
sub-channel allocation [26]. The signal-to-noise-ratio (SNR)
experience by the uth user in the rth RB of the cth cell is
given by–

SNRcr,u = pcr,u

(
Γc

σ2

)
(2)

where 0 ≤ pcr,u ≤ pcmax is the transmitting power in the rth

RB for the uth user, and σ2 is the additive white Gaussian
noise (AWGN).

B. Throughput Model

The achievable throughput from the rth RB, namely T cr,u,
for the cth cell and arbitrary user u, depends on the MCS
employed for the corresponding user in the RB. In particular,
the MCS M c

r,u defines the code rate, and number of bits per
OFDM symbol as Ccr,u and Bcr,u, respectively. We consider
normal cyclic prefix with 7 OFDM symbol per sub-carrier.
Out of the 84 resource elements, only 3

4

th of these, i.e. 63,
are used for transmitting data and the rest are used for the
control channel.

T cr,u(pcr,u) =
63× Ccr,u × log2(Bcr,u)

466.67
(3)

For given power allocation pcr,u ∈ Pc, we compute the
SNR assuming that the channel gain and noise for the RBs
are independent of the power allocated to RBs [27]. The SNR
is mapped to the channel quality indicator (CQI), mentioned
as follows:

CQIcr,u =

{
1.17(SNRcr,u)− 40.65, if c ∈ F
0.55(SNRcr,u) + 3.60, if c ∈ {l} (4)

The obtained CQI can be further mapped to the corresponding
MCS using the lookup table given in the 3GPP specification
[5], [8].

LTE-based cells employ the same MCS in all the RBs
assigned to a particular user. Further, the RBs are indistin-
guishable for the users. A cell c can allocate the same power
pcu in the RBs assigned to them. Hence, in order to satisfy
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minimum data requirement du, cell c allocates rcu number of
RBs. Mathematically,

rcu =

⌈
du

T cu(pcu)

⌉
(5)

where pcu ≤ pcmax. We also define the maximum throughput
of a cell T cmax as the sum of throughputs of all the RBs,
when operated at the maximum allowed power level p|P|.
Mathematically, T cmax = N cT cr,u(pc|Pc|).

IV. PROBLEM FORMULATION

We formulate LMC user association problem as a multi-
unit single-item procurement game. The problem is double-
pronged. Initially, the potential FCs discussed in Section V,
build their quotation table (QT). After receiving the QTs from
potential FCs, the LMC decides the portion of excess demand
to offload to each FC. The collective throughput demand,
T ldem, from the rLMC users, for a given time period [t, t+δ], is
time-varying. Moreover, during the peak time, it surpasses the
maximum throughput, T lmax, of the LMC. To meet stochastic
demands of such type, one possible solution for CNPs is to
deploy their own small cells to offload the excess demand,
T lexc = T ldem − T lmax, from the LMC. The deployed small
cell’s service schedule (ON/OFF) is optimized for a given
demand pattern over time. However, this solution will be non-
profitable, if the pattern of excess demand, T lexc, is highly
unpredictable and sparse over time [14].

We argue that offloading this excess demand to FCs is a
promising solution for LMCs, where the LMCs motivate and
pay the FCs to accept a fraction of T lexc. If a FC agrees to
accept, it liquidates power and RBs to serve GUs. Thus, the
portion of T lexc which a FC accept is bounded by the collective
demands of its GUs. Additionally, as the FC prioritizes its SUs,
the portion of Texc is also limited by the remaining power and
the number of RBs after serving its SUs. We represent the
remaining power and RB of F thf FC as PFf

rem = PFf
max−PFf

sub

and NFf
rem = NFf −NFf

sub, respectively, where PFf

sub and NFf

sub

are the estimated power and number of RBs used for serving
SUs.

We model the intercommunication among the LMC and the
FCs as a multi-unit single-item procurement game, in which
the LMC acts as a buyer and the FCs act as the suppliers.

1) The buyer procures T lexc amount of throughput.
2) A supplier Ff ∈ F is said to be a potential supplier, if it

satisfies the following three conditions:
i) R∩ GFf 6= φ.

ii) NFf
rem > 0.

iii) PFf
rem > 0.

We denote the set of such potential suppliers as F ′.
3) Each Ff ′ ∈ F ′ builds a QT QFf′ using

Algorithms 2 and 3. The QT consists
of q(Ff ′) ≤ |GFf′ | quantity-price pairs,
{[QFf′

1 , P
Ff′

1 ], [Q
Ff′

2 , P
Ff′

2 ], . . . , [Q
Ff′

q(Ff′ )
, P

Ff′

q(Ff′ )
]}.

After getting the QTs from all the potential suppliers, the
LMC decides the quantity to be procured from them. The
objective of LMC is to minimize the overall incentive paid to
the FCs, for a given excess demand from rLMC. The objective

function corresponding to a LMC is given in Equation (6a).
Furthermore, constraints in Equations (6b) and (6d) restrict the
LMC to select at most one bid for a given supplier. Constraint
in Equation (6c) represents the cumulative procurement of
throughput from FCs satisfying the rLMC excess demand.

min

|F ′|∑
f ′=1

q(Ff′ )∑
q=1

x
Ff′
q P

Ff′
q (6a)

s.t.

qf∑
q=1

xfq ≤ 1 ∀Ff ∈ F ′ (6b)

|F ′|∑
f=1

q(Ff′ )∑
q=1

x
Ff′
q Q

Ff′
q ≥ T exc (6c)

x
Ff′
q ∈ {0, 1} ∀Ff ′ ∈ F ′, 1 ≤ q ≤ q(Ff ′) (6d)

where Q
Ff′
q and P

Ff′
q are the qth quantity-price in QFf′ .

x
Ff′
q is a binary decision variable associated with the qth entry

of QFf′ and is set to unity, if the LMC decides to procure the
corresponding quoted quantity from the supplier. The stated
optimization problem is binary integer linear program (BILP)
and hence, we use branch-and-bound method to obtain the
optimal solution.

V. SOLUTION APPROACH

We propose a two-phase solution consisting of (a) quotation
building and (b) procurement process. In the quotation building
phase, each FC builds its QT and sends it to the LMC. After
receiving the QT, the LMC decides the fraction of T exc to be
procured from each FC.

A. Quotation Building

Each FC estimates the available power and the number of
RBs after serving its own SU. The FCs estimate the number
of remaining RBs, if the best possible MCS is employed for
each RB as discussed in Algorithm 1. The FC participates in
the LMC initiated procurement phase with remaining number
of RBs and power. It is worthy to note that Algorithm 1 does
not give the final allocation of resources to SU. The FC may
further reduce the power allocated to each SU (or lower level
MCS), if FC has left over RBs after the procurement process.

With available power budget and number of RBs, the FC
serves the GUs, in its coverage range. Further, based on
power and RB usage, each FC builds the quotation table. The
detailed procedure is given in Algorithm 2. In particular, the
FC computes the number of RBs and corresponding power
level assigned to each of the GUs. Initially, the FC assigns
the lowest possible power level to the unserved GUs and
compute the RBs required to serve their minimum throughput
requirement. In case of unavailability of RBs, the FC selects
a GU g ∈ Gser having maximum number of assigned RBs
(rg) and increases its current power level pg by unity. Since,
the increased power level serves the throughput requirement
of GU in lesser number of RBs, the FC allocates the free RBs
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Algorithm 1: Femtocell Power and RB Estimation
Inputs : S, DS , N , P , P
Outputs: Prem, Nrem
Nrem = N ; Prem = P; Stemp = S
while Stemp 6= φ or Nrem = 0 do

Choose user s ∈ Stemp with minimum ds
Calculate number of RB, rs at p|P|
if rs ≤ Nrem then
Nrem = Nrem − rs
Prem = Prem − p|P|rs
Stemp = Stemp \ {s}

else
break;

to user g ∈ Uunser. For each successive inclusion, of GU the
FC updates the QT based on the power and RB usage. The FC
continues this process until there is no unserved user around
or FC has unavailability of power or RB.

Algorithm 2: Resource Allocation to Unserved Users
Inputs : G, DG , Nrem, Prem, P
Outputs: P, R
Gser = φ, Gunser = G
For each user g ∈ G setpg = rg = 0
while Gunser 6= φ OR no change in Gunser do

while Gunser 6= φ or NFf
rem = 0 or PFf

rem = 0 do
Select g ∈ Gunser with minimum dg
Calculate δpg , and δrg at pg + 1

if δpg ≤ P
Ff
rem and δrg ≤ N

Ff
rem then

Update Nrem, Prem, pg , rg
Gser = Gser ∪ {g}, Gunser = Gunser \ {g}
Update-Quotation-Table (Gser, P, R)

while NFf
rem ≤ 0 do

Select g ∈ Gser with maximum rg and
pg < p|P|

Calculate δpg , and δrg at pg + 1
if δpg

≤ Prem and δrg ≤ Nrem then
Update Nrem, Prem

Let Gser,q ⊂ G denotes the set of users FC willing to serve
in qth bid. Further, rg and pg denote the number of RBs and
power allocated to user g ∈ Gser,q , respectively. Then, the
price for the corresponding bid, denoted by Pq , is governed
by –.

Pq = %
∑

g∈Gser,q

rgpg +R N
Nrem

(7)

It may be noted that the price is monotonically increasing
linear function of the power liquidated by the FC for serving
guest users, whose slope depends on the cost per unit of power
% for FC. Furthermore, we model the price as a decreasing
function of the remaining number of RBs. Thus, a FC with
higher Nrem quotes lesser price for a given throughput. The
intuition behind this modeling is to enforce healthy competi-

tion among the FCs. In the price function, we also consider
the reluctant behavior of FC, denoted by R ∈ [0 ∞], to
serve the GUs, due to secrecy and privacy issues of their
SUs. FCs with R = 0 are considered to be generous, because
they do not make profit for serving GUs. Using Gser,q and
the corresponding power allocation, FC updates the QT using
Algorithm 3. Specifically, FC computes the overall power and
RB usage corresponding to each bid and employs Equation (7)
to calculate price (Pq) of the qth bid.

Algorithm 3: Update Quotation Table
Inputs : Gser, P, R, N , Nrem, R
Output: Q
q = |Gser|, Qq = 0, Powq = 0
for each g ∈ Gser do

Qq = Qq + dg
Powq = Powq + pgrg
Calculate price Pq using Equation 7.

B. Procurement Process

This phase is meant for an LMC, where it decides the
particular bid for a given supplier to minimize the incentive
to be paid for a given excess demand. The LMC solves the
optimization problem defined in Section IV using the branch-
and-bound method. In case of existence of an infeasible
solution, i.e., when the excess demand is exceeded beyond
the total service of all the FCs, the LMC selects the last bid
for each potential supplier.

VI. PERFORMANCE EVALUATION

Simulation results to evaluate the performance of the pro-
posed scheme are excerpted in this paper. The system pa-
rameters used for simulation are aligned with the 3GPP
specification [8]. Some of the vital parameters are reported
in Table I. We consider the following performance metrics for
the evaluation of the proposed scheme. 1) Throughput served
by the system, which is the sum of the minimum throughput
requirements of satisfied rLMC users served by both FCs and
LMC, 2) The throughput served by LMC, 3) Resource block
utilization of FC Networks (FCN), 4) Power usage of FCN
networks. As mentioned in Section V, we employ a similar
procedure for resource allocation, the RB and power usage
of LMC results the same pattern that of FCN, 5) Number of
served rLMC users, and 6) LMC payment towards the FCN.

A. Experimental Setup

We use the discrete event simulator, MATLAB, for extensive
simulation of the proposed scheme. We model the two-tier
network by deploying 9 non-overlapping FCs in the coverage
range of LMC. For the entire simulation, we assume that the
minimum requirement of SUs for each FC, i.e., DS,Ff

=
U [0, 0.5]. For an insight of the proposed scheme, we enforce
each rLMC user to be the GU of one of the FCs and vary the
density of the GU in the FC (λGU,Ff

) instead of the rLMC
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Fig. 2: Throughput variation with guest user density

TABLE I: Experimental Setup

Parametrs LMC FC
Cell radius 1,000 m 50 m
Maximum Tx Power 46 dBm 20 dBm
Slow fading gain standard
deviation

8 dB 4 dB

Fast fading gain distribution Mean = 1
Power density (White noise) -174dBm/Hz
Downlink Bandwidth 10 MHz
Resource block 50 RBs; 180 KHz each
Path loss exponent 4
Antenna configutation SISO

user density. It may be noted that the proposed scheme is also
valid for rLMC user density, which is given in Section III.
Furthermore, we consider the minimum requirement of rLMC
users (here GUs) DGU,Ff

∈ {U [0.5, 1], U [0.5, 2], U [0.5, 3]},
and SU density in each cell λFf

= λFCN ∈ {1 × 10−3, 2 ×
10−3} ∀Ff ∈ F . The data points are averaged over 100 runs
of simulations and the corresponding 95% confidence interval
is shown in Figs. [2]-[3].

B. Result and Discussion

Fig. 2 depicts the variation of the served throughput with
respect to the GU density per FC for different values of
DGU,Ff

and λFCN . In Fig. 2(a), we keep λFCN = 1× 10−3

and vary DGU,Ff
. We observe that the system throughput

increases linearly for a given DGU,Ff
up to a certain value

of GU density λGU,Ff
and saturates afterward. Also, the GU

density, at which the system throughput gets saturated, is large
(small) for lower (higher) value of DGU,Ff

. This indicates
that to fully utilize the system throughput, there is a need of
high user density with lower throughput demands. Fig. 2(b)
follows a similar pattern for λFCN = 2×10−3. In contrast, the
convergence point of system served throughput for all DGU,Ff

is lower, as compared to that exhibited in Fig. 2(a). With the
increase in SU density, the FCs are left with less power and
RBs, according to Algorithm 1, and hence, are able to serve
lesser throughput of their GUs.

From Fig. 2(c), it appears that the LMC served throughput
is an increasing function of GU density (equivalently, rLMC

user density) up to a certain point, which aligns with our
intuition. Contrarily, the LMC served throughput starts de-
creasing afterward. As discussed in Algorithm 2, the LMC
allocates power and RBs to rLMC users in a non-decreasing
order of their requirement. For denser deployment, the large
number of rLMC users with sparse demand engage the LMC
resources and decreases the cumulative LMC served through-
put. Further, we observe that the rate of decrement of served
throughput is higher in case of DGU,Ff

= U [0.5, 1] than
DGU,Ff

= U [0.5, 3] due to the presence of large number of
user having sparse demand.

In Fig. 3, we analyze the power and RB usage of FCN
against the GU density, for different combinations of DGU,Ff

and λFCN . In Fig. 3(a), the maximum RBs for FCN,
FCNRBmax, is the sum of the remaining RBs after serving
the SU, over all FCs. For a given DSU,Ff

, the FCNrb,max
possesses higher value for the lower value of λFCN . Further,
for given λFCN , we observe that the RB usage is an increasing
function of GU density, until it reaches the corresponding
FCNrb,max, where the rate of increase is governed by the GU
requirements. Furthermore, it is interesting to note that, for a
given DGU,Ff

and GU density, the FCN RB usage is more
for lower SU density λFCN (or abundant remaining RBs). As
discussed in Algorithm 2, each FC tries to reduce the power
consumption by allocating more number of RBs, and justify
the FCN RB usage pattern.

Fig. 3(b) reveals the FCN power usage for different values
of GU density. We compare the power profile for different
variants of DGU,Ff

and λFCN . We observe an immediate
increase followed by saturating pattern of FCN power usage.
Unlike FCN RB usage, we highlight two vital insights obtained
from Fig. 3(b). First, we encounter lower power usage in case
of λFCN for a given GU density and DGU,Ff

. Indeed, FCN
tries to save power at the cost of the increase in the number of
RBs. Second, regardless of the value of DGU,Ff

and λFCN ,
the FCN power usage is less than the maximum FCN power,
which is the sum of the residual power after serving SUs, over
all FCs (FCNpow,max). The proposed scheme intelligently
increases the power allocated to (equivalently MCS of) each
rLMC for a given DGU,Ff

, which saves significant amount of
power. Hence, it is power-efficient.

We compare the power usage of proposed scheme with
the work of Qi and Wang [17], as shown in Fig. 3(c). In
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Fig. 4: Variation in satisfied user percentage with guest user
density

the existing scheme, the allocated RBs are employed with
highest possible power which increases the overall power
usage. However, in the proposed scheme, we allocate the
minimum possible power to the RBs allocated to the user
according to throughput requirement. Hence, the FCN power
usage is lower in the proposed scheme compared to the existing
scheme.

Fig. 4 depicts the change in the satisfied GU (with respect to
GU density) for different combinations of DGU,Ff

and λFCN .
As per the procurement procedure, the LMC associates more
rLMC users to FCN with an increase in the excess demand of
rLMC. Hence, we observe an increasing percentage of satisfied
rLMC users. With further increase in rLMC user density, we
observe a decrease in the percentage of satisfied rLMC users.
The reason behind this decrease is the throughput bound of
FCN, which is the sum of maximum throughput that each FC
can serve after serving SUs. Beside this, we observe an initial
decrease in the percentage of satisfied users for DGU,Ff

=
U [0.5, 1]. This is due to the under estimation of excess demand
of rLMC users by LMC. It is noteworthy that LMC decides
to procure throughput if the excess demand from rLMC users
exceeds its maximum capacity T cmax.

Fig. 5 represents the FCN payment received from LMC,
for different LMC users throughput requirement. For Figs.
5(a) and 5(b), we set the FCNs’ subscribe user destiny as
1 × 10−3 and 2 × 10−3, respectively. Further, we plot FCN
payment for various GU density in each FCN. We observe
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Fig. 5: FCN payment variation with LMC user throughput
demand

that λFCN has an adverse effect on the price that LMC pays
to FCN for serving LMC users. In other words, LMC pays
more if FCs are heavily loaded with their SUs, by following
Algorithm 1 and Equation (7). Additionally, we observe that
the FCN payment increases with the increase in the guest user
throughput requirement for given SU density. This immediate
follows from the increase in power consumption of FCN to
serve the associated guest users.

VII. CONCLUSION

In this paper, we proposed a multi-unit procurement-based
scheme for user association in LTE-Advanced based HetNets.
The proposed scheme enables LMC to exploit the power
and RB of FCs to fulfill the rLMC user’s excess demand,
while ensuring both energy efficiency and QoS. We proposed
a two-phase solution approach. First, each FC submits QT
while taking its own user demands. Second, the LMC decides
the procuring amount from potential FCs in a cost-effective
manner. Results of the extensive simulation illustrates that
the FCs’ SU density has an adverse effect on rLMC user
association. Furthermore, the FCs try to minimize power in
the best possible manner to serve the rLMC users.

In the future, we plan to extend this work for more realistic
ultra-dense FCs scenarios, in which the FCs may overlap with
one another. Beside for meaningful procurement, we plan to
design an admission control protocol for the case in which
excess demand of rLMC users exceed the FC services.
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