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Abstract—In this work, we propose Over-The-Air (OTA)-
based reconfigurable IoT health-monitoring wearables, which
tether wirelessly to a low-power and portable central processing
and communication hub (CPH). This hub is responsible for
the proper packetization and transmission of the physiological
data received from the individual sensors connected to each
wearable to a remote server. Each wearable consists of a sensor, a
communication adapter, and its power module. We introduce low-
power adapters with each sensor, which facilitates the sensor-CPH
linkups and on-demand network parameter reconfigurations.
The newly introduced adapter supports the interoperability of
heterogeneous sensors by eradicating the need for sensor-specific
modules through OTA-based reconfiguration. The reconfiguration
feature allows for new sensors to connect to an existing adapter,
without changing the hardware units or any external interface.
The proposed system is scalable and enables multiple sensors
to connect in a network and work in synchronization with the
CPH to achieve semantic and device interoperability among the
sensors. We test the implementation in real-time using three
different health-monitoring sensor types – temperature, pulse
oximeter, and ECG. The results of our real-time system evaluation
depict that the proposed system is reliable and responsive in terms
of the achieved packet delivery ratio, received signal strength, and
energy consumption

Index Terms—Internet of Things, interoperability, universal
adapter, e-healthcare, WBAN

I. INTRODUCTION

Achieving a generalized unification of networks and devices
through interoperability is one characterized by significant
challenges and constraints such as cross-domain communi-
cation, heterogeneous devices, proprietary technologies, data
privacy, security, and others. Often, in the absence of any
domain-specific standards, considering both hardware and soft-
ware, significant communication and networking challenges
arise between IoT devices – both syntactic and semantic.
Networked deployments in IoT, requiring communication be-
tween different devices at various layers of implementation
and middleware benefit greatly from interoperable solutions,
specific to domains [1]. Interoperability is the ability of devices
to understand and use the data generated by one another
irrespective of their vendor or hosting network. Interoperability
types are generally grouped into – 1) semantic, 2) syntactic,
3) device, 4) network, 5) platform, and 6) technology [2].
The availability of present-day IoT solutions, which typically
incorporate a set of heterogeneous sensors and devices [3],
finds widespread usage across various domains and application
areas. However, these solutions are proprietary in terms of the
platform, protocols, data formats, and compatibility with other
similar entities [2], [4].

IoT healthcare is one such domain that involves a multitude
of sensors working in synchronization towards achieving a
common goal of monitoring a subject’s health over networks
[5] [6]. Networked wearable-based health monitoring often in-
volves various heterogeneous sensors and platforms interacting
with one another, gathering data using pre-configured devices,
accumulating the data into one platform, and parsing the data
for multiple formats before transmitting them over a backbone
network. This approach not only increases the computational
complexities involved, but also increases the traffic on the
network [7]. Additionally, such an arrangement requires the
device type to be known and its ontologies predefined in the
system to allow other devices to identify and understand them.

Fig. 1: An end-to-end functional overview of the proposed
architecture showing different components of the system and
their interconnections.

In this work, we propose Over-The-Air (OTA)-based re-
configurable IoT health-monitoring wearables to eliminate the
dependency of predefined devices in an IoT-enabled health
monitoring system. Similar to existing systems, multiple health
monitoring sensors can be connected to a central processing
hub (CPH) through wireless adapters using the proposed
system and approach. Fig. 1 shows the basic outline and
overview of the proposed system. The wearable proposed in
the system consists of an adapter connected to a sensor unit,
a battery, and a charger circuit. The adapter can wirelessly
connect any health sensor type to the CPH without any
specific ontology. Once the CPH accumulates data from the
wearables, it processes the data before transmitting it further to
a remote server. The adapter enables interoperability between
the sensors and the central unit by removing the restriction
of integrating any specific sensor types. The proposed system
enables device interoperability, is highly scalable, and supports
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TABLE I: Comparison of the proposed architecture with the existing device management schemes in IoT.

Schemes Target devices Network Overhead Update frequency Mode of operation Focus area References
OMADM Mobile devices High Periodic Remote Device management [8], [9]
TR-069 Network devices High Periodic Remote Device management [10], [11]

LwM2M End devices Relatively low Periodic Remote Device & data management [12], [13]
OTA-based Sensor adapters Very low On-demand Remote Adapter registration & update –

multiple and new devices, which enhances the reusability of
the adapters by allowing any sensor to be connected and
reconfigured as per actual on-field requirements of the user.
The proposed system provides the flexibility of selecting the
type of sensor by the end-user through a web application. Upon
successful selection, the adapter is configured using OTA with
the necessary configuration files and updates to support the
sensor-integrated wearable unit.

We highlight the usability of the proposed approach – a
temperature sensor can just as easily integrate with the adapter
as a pulse sensor, or an electrocardiogram (ECG) sensor,
without the user having to program the device in the field
separately, or follow a predefined connection mechanism or
configuration. The information and configuration of the newly
attached sensor are remotely updated to the adapter using
OTA updates from a remote server through the CPH. The
adapters can also be quickly and easily deployed in other non-
healthcare application areas – anything requiring IoT-based
wireless sensing solutions enabling cross-domain convergence.

A. Motivation
Under real-life operating conditions, it is necessary to have

a system, which can accommodate the diversity in devices
and systems and allows for seamless interoperability among
them. The present-day solutions are not fully capable of
accommodating devices and systems beyond the specified
ontologies and also suffer from restricted support in terms
of flexibility of including new devices and ensuring system
scalability [14]. The existing wearable technologies in the
market offer wireless sensing and recording of physiological
data. Vendors such as Shimmer [15] and APDM Wearable
Technologies [16] offer a good range of sensors for health
monitoring. However, the sensors and hardware are vendor-
specific and require the acquisition of new hardware units for
new sensor integration. Moreover, the selection of a sensor
is also limited to specific suppliers supported by the system.
Some of the major lacunae of the existing systems, which
motivated us to pursue this work of enabling dynamic sensor
integration are:

1) Vendor-specific solutions for interoperability cannot sus-
tain the long-term evolution of the fast-paced technolog-
ical changes due to rapidly emerging technologies every
day.

2) Dynamic addition of new sensors to existing systems is
not feasible beyond the ontological description provided
in the system.

3) The interoperability solution approaches proposed so far
are specific to data formats and platforms [17], [18].

B. Contribution
Towards achieving a universal, device-independent technol-

ogy, we propose an IoT healthcare monitoring framework

with sensor-independent reconfigurable and reusable wireless
wearables. The proposed system addresses the issue of in-
teroperability in an IoT-enabled remote healthcare monitoring
system using specially designed wearables that can integrate
multiple sensor units with the system. We have made the
following distinct contributions in this work:
• We propose an IoT-enabled healthcare monitoring system

to support multiple on-demand sensors. The system is
designed to exhibit a high degree of scalability and
flexibility, which enables the connection of new undefined
sensors without any knowledge of prior tags or ontologies
of these sensors.

• We propose a sensor-independent reconfigurable adapter
to facilitate interoperability among different sensor-
integrated wearable units. These adapters are capable of
receiving OTA configurations from a remote server based
on its user’s choice through a web-based application.

• We propose a system for the inclusion of newly defined
sensors in the system without making any changes to the
existing hardware units. The new sensor provisioning is
done at the remote server based on user request or system
update.

• We implement and evaluate the proposed system and the
concept at lab-scale using three different sensors – 1)
temperature, 2) pulse-oximeter, and 3) ECG. We evaluate
the system based on various network parameters such as
packet delivery ratio, the effect of distance and number
of connected wearables on the system performance, ac-
curacy of the data received, and the energy consumption
of the wearables during their operation.

II. RELATED WORKS

In the presence of no single agreed-upon standard, both in
terms of hardware and software, the communication between
heterogeneous IoT devices is often difficult to achieve. Inter-
operability faces significant challenges with varying scenarios
in different domains and industries. We discuss in details, the
works, and challenges in the field of IoT healthcare concerning
semantic, device, and network interoperability.

A. Semantic Interoperability

The need for semantic interoperability arises as a result of
heterogeneous devices using different syntax to encode and
decode their information [2]. When a sink device receives a
data format from a source device that cannot be decoded into
a form that is understandable by the sink, reliable communica-
tion with the source device is interrupted. Enabling semantic
interoperability allows various heterogeneous devices to un-
derstand one another’s data format and process it seamlessly
[19]. Many works have been proposed, which use standard
data formats for devices and platforms. These mainly include
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uniform XML and JSON data formats, enabling the parsing
and retrieving of data without altering its original meaning.
Health level 7 (HL7) and HL7 FHIR are standards defined to
regulate and format clinical data to allow medical devices from
different vendors and based on different technologies [20] [21]
to interoperate with one another. The inclusion of metadata and
tags in the sensor data using different ontologies is another
popular means to enable semantic interoperability [22].

B. Network Interoperability

Integrating multiple heterogeneous IoT systems requires
interoperability at different network and protocol layers to
enable efficient functioning and conjunction [2]. Approaches
such as frameworks supporting multi-layered IoT middlewares,
protocols, and services are quite popular within the IoT
ecosystem [23]. Interoperable mechanisms have been proposed
to enable the coexistence of Named Data Networking (NDN)
and Internet Protocol (IP) in IoT environments [24]. Additional
network interoperability approaches such as interoperability
between smart city networks and military networks (Federated
Mission Networks) have proved to be crucial in disaster
management, rescue missions, and other civilian-military co-
operative operations [25].

Fig. 2: Architecture of the proposed reconfigurable wearable
showing it’s internal components and flow of data.

C. Device Interoperability

Systems to transmit bio-medical data from the IoT devices
to servers are quite complicated and the solutions to which
involve multiple layers of the TCP/IP stack. The use of CoAP
to integrate the ISO/IEEE 11073 and IHE PCD-01 standards
[26] is one such solution. The shaping of data into a common
format at the edge device level, before its transmission over
the network, is yet another useful approach [27]. Device-
based interoperability solutions have also been known to have
incorporated smartphone-based mobile gateways [28], and
model-driven enterprise monitoring solutions [29].

There are device and driver management protocols that
were designed to manage connected devices in a network [30]
[31]. Open Mobile Alliance-Device Management (OMA-DM)
proposed by the OMA is targeted towards mobile devices with
changing IPs [9]. TR-069 is yet another device management
protocol by the Broadband Forum, which is widely used by
the telecommunication industry for managing and provisioning
their routers and gateways devices. The main target of TR-069
is a gateway and other devices with similar properties, such as
VoIP phones and digital set-top boxes [11]. Both OMA-DM
and TR-069 are highly structured and complex, which results
in large network overheads. The large overheads and complex

structure of these protocols make them heavy for an IoT end-
device. A comparative analysis of the proposed system with
the existing device management protocols is tabulated in Table
I.

Data privacy and security are of utmost importance in
IoT environment. Many frameworks and protocols have been
proposed to ensure the safety of the data [32] [33] in IoT
environment. However, we limit the scope of the proposed
work to implementing an interoperable wearables system.

D. Synthesis

The existing systems use predefined ontologies, metadata
tags, and model-driven solutions to allow communication
between various medical devices. However, most of these
systems are not scalable and designed for adopting the rapidly
emerging newer hardware and software changes to existing
systems in a remote manner. The addition of new devices
would require predefining the ontologies of newer devices and
technologies to make the deployed systems aware of their
existence. Ontologies and metadata vary on a large scale as
the size of data increases. Eventually, it becomes difficult to
arrive at a global set of ontologies to cover all aspects of data
gathering and exchange over the Internet. Summarily, there is
a definite need for systems, which can enable dynamic changes
to deployed devices system, extend interoperability, and allow
for its reusability, without affecting its real-time operation.

Fig. 3: Schematic view of a CPH in the proposed architecture.

III. SYSTEM MODEL

The proposed Reconfigure and Reuse system consists of
reconfigurable wearables, a gateway hub, and a remote server
as the essential components for its operation. The wearable
consists of an adapter, which is a low-power processor module
with in-built WiFi capabilities (NodeMCU), a power module,
and a sensor connected in a wired manner. The adapter is
designed to wirelessly connect to a user-defined access point
for data transfer, as shown in Fig. 2. The adapter is designed to
be instantaneously usable with multiple sensor types, without
any prior information about the sensor. The gateway, which
we refer to as the Central Processing Hub (CPH), creates an
access point to which the wearables can connect and forward
their data to the Internet. The CPH, which is a Raspberry Pi
unit, consists of a processing unit, memory unit, and a wireless
communication unit. The CPH collects data from the wearables
and forwards it to the remote server over the Internet, as shown
in Fig. 3. The CPH is also responsible for accumulating data
from different sensor types, identifying the sensor type based
on a Key field and adapter ID from the received packets, and
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forwarding appropriate sensor data to their respective tables
in the remote database. Fig. 4 shows the internal workflow of
the remote server where the server hosts a web application to
be accessed by an end-user. This web application enables the
user to select the type of sensor for a particular wearable and
reconfigure the wearable, on-demand. The complete process
of wearable configuration to data collection follows a series
of steps that are discussed in detail in the following sections.

A. System Architecture

The wearable consists of an adapter connected to a sensor.
The adapter consists of a NodeMCU and ESP8266 module,
which enables wireless transmission of data from the wear-
ables. The CPH creates an access point for the wearables
to connect and dynamically assigns IPs to all the connected
wearables, and forwards the collected information to the
remote server over the Internet. This IP-based Wireless Body
Area Network (WBAN) allows for a significantly large number
of wearables to coexist in a gateway as compared to other
commercial solutions, which either use Bluetooth or wired
connections. A user may access the current status of the
connected devices through a web application hosted at the
remote server. The web application enables the user to select
the available devices and configure them according to the
attached sensor. The reconfiguration data and files are first
transmitted to the CPH, which then reprograms the adapter
using OTA according to the user-defined configuration.

Fig. 4: A schematic view of the remote server.

B. Network Architecture

Fig. 5 shows the data flow for both control and sensed
value packets, in the system using the implemented protocols,
which follows a hybrid network architecture by using different
communication protocols at various stages. The connection of
the wearable to the CPH uses the IEEE 802.11 WiFi standards.
Initially, the wearables are configured according to Algorithm
1 to send its IP and MAC address to the CPH upon a successful
connection. The connected adapters’ information is transferred
to the remote server by the CPH. The user selects the type of
sensor connected to each of the devices. This information is
sent back to the corresponding CPH through a UDP-based
connection. Simultaneously, an FTP-based connection is used
to transfer the necessary adapter configuration files to the CPH.
The CPH reconfigures the wearables through OTA using the
appropriate configuration files from the remote server. After
successful reconfiguration, the wearables start sensing data
from the sensors and forward it to the CPH. Fig. 6 shows some
sample signals received from ECG, pulse, and temperature
sensor-based adapters at the CPH during its operation.

Fig. 5: Data flow and communication protocols used at various
stages in the proposed architecture.

Fig. 6: Plots showing samples of the received data from
different wearables.

C. Channel Model

We model the channel between the wearables’ adapter and
the CPH by first considering that the adapters connected to
a CPH are represented as a set A = {a1, a2, a3, . . . an}. The
maximum number of adapters that can be connected to the
CPH is given as nmax, whereas n is the number of adapters
connected to CPH at any time instant such that n ≤ nmax. The
CPH offers a total bandwidth of β to the connected adapters at
any point of time. The data-rate of each individual adapter is
represented as a set DR = {dr1, dr2, dr3, . . . drn}. The total
utilized bandwidth βutil of the connected adapters is restricted
by the available bandwidth of the CPH as,

βutil =

n∑
i=1

dri, β
util ≤ β (1)

Further, the channel link between an adapter ai and the CPH
has a channel gain of gi = 1

`αi
, where `i is the distance

between ai and CPH and α is the path loss parameter. The
Signal to Interference plus Noise (SINR) ratio received at
the CPH for adapter ai is given as ρigiφ

−2, where ρi is
the transmission power of ai and φ2 is the Gaussian white
noise power. According to Shannon capacity formula [34], the
maximum allowable data-rate of each of the adapters is given
as,

drmaxi =
β

n
log2(1 + SINRi) =

β

n
log2(1 + ρi`

−α
i φ−2)

(2)
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We assume that the bandwidth from the CPH is equally dis-
tributed among the connected adapters, owing to the homoge-
neous nature of these adapters. The total generated data packets
for transmission time t can be represented as P (t) = βutilt ×t.

1) Delay: The system suffers delays in data transmission
due to the adapter setup and the network-related factors such
as transmission delay, propagation delay, processing delay, and
queuing delay.

• Transmission delay is calculated as the ratio of the total
number of packets generated to the transmission rate
of the adapters connected to the CPH. It is denoted as
∆trans = (βutilt × t)/(

∑n
i=1 dri).

• Propagation delay of the network is defined as the ratio
of the distance between the adapter and the CPH to the
speed of transmission and is denoted as ∆prop = di/S,
where di is the distance of adapter ai from the CPH, and
S is the speed of light.

• Considering the queue length at the CPH as `queue, the
queuing delay is expressed as a product of the queue
length and the transmission delay such that ∆queue =
`queue × (βutilt × t)/(

∑n
i=1 dri).

• The data at the CPH is processed before forwarding it
to the remote server. Considering the processing time for
each data packet as tproc, the total processing time is
calculated as,

∆proc = tproc ×
n∑
i=1

dri × t (3)

Finally, the total delay, ∆total, is represented as,

∆tot = ∆trans + ∆prop + ∆proc + ∆queue

=
βutilt × t∑n
i=1 dri

[1 + `queue] +
di
S

+ tproc ×
n∑
i=1

dri × t

(4)
A one time delay is incurred by each of the adapters when
connecting for the first time during its registration phase.
Section IV discusses the registration phase and its associated
delay in details.

IV. OTA-BASED CONFIGURATION OF WEARABLES

The proposed system uses an OTA-based reconfiguration
scheme for the connected wearables. Once the wearable con-
nects to the CPH, it sends an information packet to the CPH.
Each information packet from the adapter includes the IP and
MAC address of the adapter. The CPH logs the data in a local
file and forwards it to the remote server. The remote server
updates its database, which is reflected in the web application
accessible to the end-user. The end-user can select the IP
and MAC address of the connected wearable and select the
type of sensor that is connected to the wearable. Once the
selection process is complete, a configuration file with the
desired adapter configuration is created at the server and is
subsequently pushed to the CPH connected to the wearable.
Meanwhile, the connected wearable scans for the configuration
file in the CPH’s database. Once the configuration file is
located, it is pushed to the wearable’s adapter through a
local HTTP server using a PHP script. We refer to this
entire process as the registration phase of the wearable. After

successful configuration and registration of the wearable, it
starts transmitting the data collected from the sensor to the
CPH. The CPH then forwards the received data to the remote
server. The delays incurred during the registration phase of the
adapter can be represented as,

∆reg = ∆file + ∆conf + ∆update + ∆net (5)

where, ∆file is the time taken to create the configuration
file, ∆conf is the delay occurred during transferring the
configuration file from the remote server to the CPH, ∆update

is the time taken by the wearable’s adapter to update itself with
the new configuration file, and ∆net is the delay due to regular
network parameters. The information packet of size Pinfo is
transmitted at an interval of tloop until the CPH acknowledges
it. The number of packets in the queue Q at the CPH at time
instant t′ is given as PQ =

∑n−1
i=1 ×t′, where n − 1 number

of wearables are connected to the CPH immediately before
addition of the new wearable. Assuming that the packets in
the queue are successfully transmitted to the remote server,
the network delays are calculated as follows,

∆trans
net =

βutilt′ × t′∑n−1
i=1 dri +

Pinfo
tloop

(6)

such that, ∆trans
net is the transmission delay of the network dur-

ing the registration phase. Further, the queuing delay ∆queue
net

is represented as,

∆queue
net = `queue ×

βutilt′ × t′∑n−1
i=1 dri +

Pinfo
tloop

(7)

As the propagation and processing delays follow the same
equations as discussed in the previous section, the registration
delay is finally denoted as,

∆reg =
βutilt′ × t′∑n−1

i=1 dri +
Pinfo
tloop

[1 + `queue] + tproc ×
n∑
i=1

dri × t′+

di
S

+ ∆conf + ∆update + ∆file

(8)
Once the wearable is reconfigured with the received configura-
tion file, it starts sensing the physiological data and transmits
to the CPH.

Algorithm 1 ASA: Adapter Setup Algorithm

1: if Adapter connected to CPH then
2: Send information packet, wait for acknowledgement
3: if Acknowledgment received then
4: Scan for setup file
5: if Setup file found then
6: Update adapter and reboot
7: else Resend information packet
8: end if
9: end if

10: end if
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V. IMPLEMENTATION

The proposed system is implemented and tested in real-
time in a laboratory environment using three different types of
sensors, which include ECG, temperature, and pulse oximeter.
Fig. 7 shows the 3D-printed wearables placed on the body
of a subject. The wearables initially check for a connection
with the CPH. Upon connection establishment, an information
packet is sent to the CPH, formatted, as shown in Fig.5.
Subsequently, the wearables scan the specified location for a
binary file with its MAC address as the name of the file. If the
desired file is located, the wearable’s adapter is reprogrammed
with the binary file, which also reboots the adapter before the
start of sensing. If the binary file is not found, it resends the
information packet to the CPH and repeats the process. The
CPH incorporates Algorithm 2 and accepts connections from
wearables.

(a) On-body placement of wear-
ables

(b) Web application to select the
sensor type.

Fig. 7: Real-time implementation of the proposed architecture
with 3D-printed wearables and web application hosted at a
remote server.

Algorithm 2 SSA: Sensor-type Selection Algorithm

1: if If connection found and data received then
2: Check key
3: if Received packet is information packet then
4: Send IP and MAC address to remote server
5: end if
6: else Insert sensor data into database
7: end if

Depending on the type of data, information, or sensor
readings (as indicated by the ‘Key’ field), the CPH forwards
the contents of a packet to the appropriate database in the
remote server. We use a Python-based UDP socket to transmit
data between the remote server and the CPH. An Apache-
based web server is hosted at the remote location and acts
as an access medium between the user and the wearables.
A web application is provided to the user to access the list
of connected wearables with the CPH. A user can select
the combination of CPH and a wearable’s IP address along
with the type of sensors to configure the wearable. Once the
selected information is submitted through the web application,
Algorithm 3 is executed to create the corresponding setup file
at the remote server. The setup file is then pushed to the CPH
using an FTP-based connection.

Algorithm 3 ARS: Algorithm for Remote Server
Inputs Sensor type, IP, and MAC address

1: Receive input from web application
2: Create setup file with selected MAC address name
3: Push setup file to selected IP address

VI. EVALUATION

We evaluate the implemented system with three different
types of sensors – pulse sensor, ECG sensor, and temperature
sensor. We record the data from each sensor for a duration
of 60 seconds for all the experimental conditions. Various
system parameters are varied to analyze the performance of
the proposed system. The parameters are as follows:

1) Distance: We place the wearables at a distance of 1m,
3m, and 5m from the CPH to evaluate the effect of
distance on the performance of the system. These tests
are performed under non-controlled conditions in a closed
room environment.

2) Connected Wearables: We increase the number of wear-
ables connected to the CPH to evaluate its effect on the
network parameters and, eventually, the system’s perfor-
mance. The implementation includes three wearables with
heterogeneous sensors.

3) Sensor Types: The implemented system is tested with
three heterogeneous sensors. Each of these three sensors
has a unique data signature – temperature can have a
single value in a given time interval. In contrast, ECG
requires a collection of values to generate intelligible
information for the same time interval.

A. Performance Metrics

We use the following performance metrics to evaluate the
performance of the proposed system:

1) Wearable registration time: The proposed wearable is
reconfigurable with an OTA update. It is the time taken
to send an adapter registration request to the CPH, which
is forwarded to the remote server for receiving the corre-
sponding adapter’s configuration file in CPH at a specified
location.

2) Packet delivery ratio: Packet delivery ratio (PDR) is the
ratio of the number of received packets to the actual
number of packets sent by a wearable. A higher PDR
shows a reliable system with high accuracy.

3) Generated data volume: The generated data volume is the
combined amount of data being pushed into the network
by all the connected wearables. We analyze the data-rate
of the wearables and the effect of data volume on the
channel capacity.

4) Errors in the received data: We study the effect of the
dropped packets on the received data by analyzing the
peak counts of the received signals for varying distances
of the wearables from the CPH.

5) Information content: We evaluate the data collected by
the implemented system for its content of information.
The purpose of this evaluation is to identify the sensors
with high information content for a given period. A sensor
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data with high information content is more likely to be
transmitted with a higher data rate compared to a signal
with low information content.

Fig. 8: Registration time of adapters integrated with different
sensors.

6) Energy consumption: As an IoT-based healthcare device,
the power consumption of the wearable is an important
aspect in deciding the efficiency and reliability of the
system.

Fig. 9: Effect of the number of connected wearables on the
adapter registration time with increasing distance.

B. Wearable Registration Time

Fig. 8 shows the average wearable registration time for
each sensor type connected to the adapter. We attribute the
difference in the registration time for the three sensors to
the different configuration file sizes. The ∆file, ∆conf , and
∆update (refer equation 5) varies with dependent header files,
libraries for sensors, and ultimately affects the registration
time of the wearables. In continuation, we evaluate the effect
of the number of connected adapters in the network on the
registration time of wearables. Fig. 9 shows the variation in
the registration time with varying number of wearables at three
different distances from the CPH. We observe that, beyond 3m,
the average adapter registration time increases. We attribute
this gradual increase to packet collisions resulting in packet
loss and the loss due to distance and physical obstructions in
the implementation environment, which is evident from the
increased negative RSSI values (refer Fig. 13(d)), signifying
deploring signal strength between the CPH and the adapters.

C. Information Content

We analyze the information content in terms of the statistical
variance of the data. This identification enables the system to
optimize the data generation rate and implement selective data
transmission, which utilizes the available channel bandwidth

Fig. 10: Variance in the information generated from the three
sensors with increasing distance from the CPH.

to the fullest by allowing more time-critical data to be sent
through the channel with minimum loss of information. Fig.
10 shows the information content of the received signal. The
variance of the data increases with distance due to the loss of
information during data transmission caused by packet drops.
As a general trend, the variance of ECG data is found to be
higher than the other two sensors under similar deployment
conditions due to its complex composition. This indicates
higher information content and the time-critical nature of the
ECG signal. However, for 5m, deviating from the trend, we
observe a sudden surge in the variation of the typically low-
variance temperature sensor, which results due to sensorial and
adapter hardware errors, rather than network errors. Summar-
ily, we observe that for our selected sensors up to a distance
of 3m from the CPH, ECG has the highest variance, followed
by pulse, and finally, the temperature. We also decide the
criticality and timeliness of transmitting signals from these
sensors in the same order.

D. Packet Delivery Ratio

We analyze the PDR for each of the sensors at varying
distances. We observe in Fig. 13(c) that the overall perfor-
mance of the implemented system shows high reliability with
a maximum PDR of 0.996 and a minimum PDR of 0.951.
We attribute this decrease in PDR to intermittent interference
from external sources. The variation is also dependent on
the type of sensor connected to the wearable and its packet
generation rate. With a high packet generation rate, the number
of successfully sent packets remains the same due to the
restricted channel bandwidth, which increases the number of
dropped packets. This phenomenon results in a low PDR and
hampers the performance of the system. Additionally, from
Fig. 11, we observe that as the number of adapters connecting
to the CPH gradually increases, the previous adapter’s received
packets marginally decline, which is due to the sharing of the
channel by more adapters. Similarly, for an increase in distance
between the CPH and the adapters, we observe a marginal
reduction of packets received for each sensor type due to
intermittent interference from other 2.4GHz band ISM devices
in the experimental environment. However, the implemented
system exhibits a reasonably good packet delivery ratio for the
three wearables, proving the reliability of the channel and the
overall system. The PDR can be maintained by optimizing the
rate of data generation and also selective forwarding of data
based on the information content of the data.
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(a) `i = 1m (b) `i = 3m (c) `i = 5m

Fig. 11: Number of packet received at the CPH with different number of connected wearables in the network.

Fig. 12: Generated data volume during individual transfer of
the three sensor types and their combined volume for a period
of 1 second.

E. Data Volume

Each wearables’ adapter is configured with a data rate dri,
at which the data is read from the connected sensor and
processed. This rate affects the overall data being pushed into
the network of the connected wearables. An increased data
rate increases the overall data volume of the system, saturating
the utilized bandwidth, βutil. The data volume contributed by
each of the sensors is shown in Fig. 12. The implemented
system uses the same data rate for all the sensors to verify the
information content of the data received from different sensors.
However, the actual rate of generation varies for different
sensors due to delays introduced by the processing ∆proc

for each sensor type connected to the adapter. For example,
the analog to digital conversion for ECG incurs significant
processing in the adapter as compared to the digital reading
of the temperature values from the sensor. The combined data
volume for 1s is significantly higher than the individual sensor
types, signifying the utilization of much more of the channel’s
resources. Towards ensuring fair usage of the available channel
bandwidth, the value of dri can be set according to the
information content of the data being generated.

F. Errors in Received Data

We analyze the accuracy and reliability of the implemented
system based on the errors in the received data. The error
is measured as a decrease in the peak counts of the ECG
and pulse signals, whereas the error in temperature data is
measured in terms of missed transitions in temperature values.
The observation in Fig.13(b) shows an average raise in error
percentage with increasing distance. The overall performance
of the system shows high reliability as the temperature sensor

(a) Energy consumed by different
wearables during data transmission.

(b) Error percentage in the received
data at the CPH.

(c) Packet delivery ratio of the CPH
for varying distance.

(d) Received signal strength index of
different wearables.

Fig. 13: Analysis of the variations in the system parameters
with increasing distance between the CPH and the wearables.

shows an error of 0% for 3m and 5m distances. The ECG
and pulse sensors show an increasing error percentage with
distance. The high error percentage at 1m distance is due
to the packet loss and low PDR values of the temperature
sensor. This low PDR and packet loss are linked to interference
from external sources and the technical errors in the hardware
performances. Also, the data volume of the network results
in packet collision at the CPH, which results in packet loss.
The performance of the system shows a substantial scope of
improvement with regulated data generation and selected data
transmission. As the proposed system uses on-body sensors,
the CPH can be placed near the subject, which will help in
maintaining a better link quality between the wearables and
the CPH.

G. Energy Consumption

The energy consumption of the wearables during their
operation is evaluated against the distance of the wearables
from the CPH. The small size of the wearables makes it
crucial to have a system with low-power consumption during
data processing and transmission. A major portion of the
energy is consumed during the data transmission to the CPH.
A comparative analysis of the three adapters shows that the
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energy consumption of the ECG sensor is slightly higher than
the temperature and pulse sensor. We attribute this to the
processing of the ECG data at the wearable’s adapter before
transmitting it to the CPH. Also, the data generation rate of the
ECG signal is higher, as previously discussed. This results in
more number of transmissions, resulting in overall high energy
consumption. The energy consumption is also affected by the
signal strength of the connected network. In the implemented
system, the temperature sensor shows a sudden rise in energy
consumption at a distance of 3m. We attribute this behavior
to the transmission rate of the sensor and also the received
signal strength. Fig. 13(a) shows that the energy consumption
of the adapters is in the range of 0.02mJ for a period of
60s. A 300mAH Lithium-ion battery is estimated to operate
a wearable for a period of about 270 hours in a single charging
cycle.

H. CPH Performance

The parameters evaluated so far are for the connection
between the CPH and the wearables. Here, we evaluate the
performance of the CPH and the connection between the CPH
and the remote server. We test the processor usage of the
CPH during data reception for a varying number of adapters
at different distances. The processor usage mainly depends
on the combined volume of data being received at the CPH.
Eventually, a higher PDR value will mean high processor
usage. Fig. 14(a) shows that with increasing distance, the
processor usage decreases, while the processor usage increases
for an increasing number of wearables. We attribute this
phenomenon to the generated data volume and packet loss. As
the number of wearables, n, increases, the additional generated
data contributes to the overall data volume being pushed
in the network. As a result, the number of data packets at
the CPH increases, resulting in higher consumption of the
CPH’s processing resources. Considering the distance factor,
an increase in distance between the CPH and the wearables
decreases the PDR due to the channel’s path loss and reduced
link quality. The number of packets lost is more as compared
to packet loss at a smaller distance. The packet loss eventually
contributes to less processing at the CPH.

Further, we evaluate the link quality between the CPH and
the remote server by conducting a ping test from the CPH to
the remote server. The test is repeated for 80 samples, which is
shown in Fig. 14(b). The maximum Round Trip Time (RTT) is
observed to be 0.68ms. The RTT signifies the network delay
for a two-way transfer. Hence, the system suffers a maximum
network delay of 0.34ms for data transmission between the
CPH and the remote server. The network delay is dependent
on the network quality of the access point and is bound to
vary with different connection source.

I. Interoperability

The sensor modules used in the implemented system vary
in terms of device vendors, pin configuration, and data trans-
mission protocols. The OTA updates allow the same adapter
to be reconfigured and used for different sensors, enabling
device interoperability between the CPH and the wireless
adapter. This feature of our system enables it to include a wide

(a) Processor usage % of CPH with
varying number of wearables and dis-
tance.

(b) Round trip time for network link
between the CPH and the remote
server.

Fig. 14: Performance analysis of the CPH’s processor usage
and its communication link with the remote server.

range and variety of sensors to the same underlying hardware
framework. Additionally, the OTA configuration enables the
adapter to transmit data to the CPH in readable formats
irrespective of the sensor type and vendors, which enables
semantic interoperability in the proposed system.

VII. CONCLUSION

The paper proposed reconfigurable wearables to incorporate
interoperability in an IoT-based healthcare monitoring frame-
work. The wearables can be reconfigured remotely, based on
the type of sensor connected to it. The proposed system is im-
plemented in real-time with three wearable adapters connected
to three different sensors – ECG, temperature, and pulse.
The results of extensive evaluations show high accuracy and
reliability of the system, with marginal differences concerning
intermittently varying network conditions. The performance
evaluation also highlights possible areas that can be targetted
for an increase in the efficiency of the system further.

In the future, we plan to evaluate the scalability over a large-
scale implementation of the system. More advanced and robust
communication protocols, along with proper scheduling and a
slotting mechanism, will be implemented for the optimization
of data transmission. Additionally, the security and privacy of
the collected data will also be taken as the future scope of the
proposed work.
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