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Abstract—In a post-disaster situation, increased concentration of patients in an area increases the traffic load of the network
significantly, which degrades its performance with respect to mapping cost and network throughput. Therefore, to manage the
increased traffic load and to provide ubiquitous medical services, we propose a disease-centric health-care management system using
wireless body area networks (WBAN) in the presence of multiple health-cloud service providers (H-CSP). The theory of Social Network
Analysis (SNA) is adopted to optimize the computational complexity and the traffic load of the network in an area, considering different
disease types and the criticality indices of the WBANs. In such a scenario, Disease-centric Patient Group (DPG) formation among
coexisting WBANs ensures optimized traffic load and reduced computational complexity. However, the formation of DPG alone is not
sufficient to provide Quality of Services (QoS) to each WBAN. Therefore, to address these issues, we formulate a pricing model for the
efficient mapping of critical WBANs from a DPG to a H-CSP to optimize the expected packet delivery delay and the network
throughput. Consequently, to identify the critical WBANs from a DPG, we design a decision parameter based on an assortment of
selection parameters. The performance of the Efficient Healthcare Management (HCM) scheme is analyzed based on distinct
measures such as cost effectiveness, service delay, and throughput. Simulation results show significant improvement in the network
performance over the existing schemes.
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1 INTRODUCTION

In a post-disaster situation, monitoring of affected patients
in an area and providing them with reliable and ubiquitous
electronic healthcare services, is a major challenge [1]. There-
fore, to manage such situations, a cloud-assisted WBAN
architecture provides cost-effective and real-time services
to the affected victims [2]–[4]. Cloud-assisted WBAN is
an infrastructural and systematic integration of traditional
WBAN with cloud [5]. In a conventional WBAN architec-
ture, the body sensors located on the vicinity of human tis-
sue to sense the physiological signals of the patients, process
them, and then send to the Local Processing Unit (LPU).
The LPU sends the medical data to the servers through
the local APs for analysis by the medical experts. In case
of cloud-assisted WBANs, the local APs send the medical
data directly to the health cloud service provider (H-CSP).
Therefore, WBAN equipped patients can get cost-effective
and ubiquitous electronic healthcare services in a critical
emergency situation. Further, a cloud-assisted WBAN pro-
vides adequate services for a wide ambulatory and sports
applications [6], [7].

1.1 Motivation
Increased number of WBANs in a specific area degrades
the performance of each WBAN in terms of end-to-end
packet delivery delay and network throughput. Therefore,
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the management of increased traffic load of WBANs is a
major challenge, as each WBAN carries sensitive medical
data. In a conventional WBAN architecture [8], medical data
specific to a particular disease is dedicatedly stored in a
particular server to manage the data efficiently. Therefore,
when specific disease-affected patients are not present in
that area, then those servers become unutilized and the
network management cost increases. In this context, the
integration of cloud services with a WBAN architecture pro-
vides cost effective, elastic and real-time healthcare services
[9]. Due to the use of cloud services, if the WBANs specific
to particular diseases are not present in that area, cloud
services can be utilized by giving the same to other WBANs.
In normal situations, resource demand from each WBAN
may differ, which may even increase during emergencies.
Due to the fact that different disease-specific WBANs de-
mand different kinds of services, each such WBAN needs
to choose an optimal H-CSP among heterogeneous cloud
service providers.

1.2 Contribution

Our work attempts to identify the problem of traffic load
minimization and selection of an optimal H-CSP pricing
policy for heterogeneous WBANs in a cloud-enabled plat-
form. A cloud infrastructure provides resources on require-
ment to a WBAN in an ubiquitous manner. Each WBAN
can store medical data depending upon the patients’ med-
ical situations, without being deeply concerned about the
infrastructure of the cloud [10]. This means that a WBAN
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attempting access to resources may not deploy its own
resource infrastructure and even may not be aware of the
physical presence of the deployed infrastructure. The cloud
users only pay for the amount of resources used by them
for a specified time period. Thus, it leads to overall resource
optimization due to sharing of resources and reduction in
the overall cost of usage. The major contributions of this
manuscript are discussed as follows :

i) Disease-centric patient grouping is considered, de-
pending on the syndrome associated with these dis-
eases such as epidemic cholera, glandular fever, and
epidemic parotitis, to minimize the computational
complexity and traffic load for epidemic emergency
situation in a hospital environment.

ii) The work focuses on the optimal mapping of critical
WBANs to a particular H-CSP among several het-
erogeneous H-CSPs, based on the capacity, robust-
ness, and capacity in terms of available resources,
service delay and pricing policy of the H-CSPs.

iii) The proposed solution also maintains the energy
efficiency of each WBAN belonging to a particular
DPG in the presence of heterogeneous H-CSP.

1.3 Paper Organization
The manuscript is organized as follows. In Section II,
we crisply discuss the existing works on cloud-assisted
WBANs. Section III describes the system and mathematical
model of cloud-assisted WBANs in an area. In Section IV,
we propose an optimization problem for energy-efficient
social relation grouping to optimize the traffic load of cloud-
assisted WBANs. Section V presents the optimal pricing
policy in the presence of heterogeneous H-CSPs. Section VI
presents the simulation results for cloud-assisted WBANs.
Section VII discuss the future work of WBANs.

2 RELATED WORK

WBANs are used to monitor physiological parameters of
a community of people. They produces huge volumes of
medical data packets [11]. To store, analyze, and process
such data, cloud computing provides adjustable storage
and processing infrastructure to analyze the data streams
generated in WBANs for both online and offline algorithms.

Giancarlo et al. proposed a SaaS-based approach for
building a community of WBANs to support cloud-assisted
WBAN applications, named BodyCloud [12]. BodyCloud is
an application-level infrastructure to integrate cloud and
medical resources having multi-tier. Similarly, Fortino et al.
[5] deployed cloud-assisted WBANs and identified the im-
portant issues, which are required to be solved for advance-
ment and execution in advanced healthcare. This present
system is overviewed and wrapped based on the necessities
of creating efficient cloud-assisted WBAN architecture. Con-
sequently, Quwaider et al. [13] proposed a novel cloudlet-
based for productive data aggregation in WBANs. In this
work, the authors focused on a large-scale data-generating
WBANs to be available to the end-user or to the service
provider in a reliable manner. Additionally, Zhang et al.
proposed adaptive map-reduced framework to scale the
capability of cloud resources for real-time applications [14].

In order to address these challenges, Chen at al. proposed
the integration of WBANs with Long Term Evolution (LTE)
infrastructure, to support high user mobility [15]. They also
proposed an efficient scheme, termed as named data network-
ing (NDN) to support rich and adaptive media streaming
for healthcare content size suitability with low-cost and
bandwidth saving.

Due to the energy constrained nature of the body
sensors, the huge amounts of packets aggregated by the
WBANs necessitates powerful and secure storage, and an
efficient query processing mechanism, while considering
both real-time and energy constraints of WBANs. Diallo et
al. [16] proposed a new architecture that integrates statistical
modeling technologies into cloud-based WBANs, to main-
tain privacy for storage infrastructure and to minimize the
overhead of real-time user query processing.

Due to the huge volume of generated data and their
long-term processing, the computational power and energy
consumption of the data centers increases tremendously.
Rachkidi et al. proposed a cooperative approach between
WBANs and H-CSPs for efficient provisioning of health
services in health-cloud to minimize the service latency [17].

In a post-disaster scenario, it is important to aggregate
physiological sensor data in an efficient manner, and chan-
nelized them to the cloud platform with minimum delay. In
this context, Misra et al. [18] proposed an efficient aggrega-
tion scheme of health data transmitted by LPUs within the
body sensor nodes, and channelization of the aggregated
data by dynamic selection of the cloud gateways. Abbas
et al. proposed personalized healthcare services for disease
risk management using cloud services [19]. Additionally,
Prasad et al. [20] proposed an optimal resource management
scheme in cloud infrastructure using Auction mechanism.
Zhou et al. proposed a blind online scheduling approach for
mobile cloud environments to assign available severs based
on the users request [21].

Samanta et al. [22] proposed an efficient architecture with
varying traffic in an epidemic medical emergency situation.
In this work, they proposed to form Relational Patient
Group (RPG), depending on different disease types and syn-
dromes. Similarly, Samanta et al. proposed a joint dynamic
resource allocation and load balancing scheme for WBANs
in the presence of poor link-quality [23]. Additionally, Ibarra
et al. proposed a joint power and QoS control for energy-
harvesting in WBANs [24]. Chen et al. proposed a novel
robotics and cloud-assisted healthcare system to provide
pervasive healthcare services, especially for mental diseases
[25]. Kulkarn et al. also proposed optimized mobile cloud
service architecture for real-time healthcare applications
[26].

Synthesis: Based on the review of existing litera-
ture, we infer that the existing works did not consider the
problem of disease-centric electronic healthcare services to
WBANs in multiple H-CSP environments, while the utility
of each WBAN is optimal and the computational complexity
decreases. We propose an architecture for offering disease-
centric helathcare services using SNA [27] in a cloud-
assisted WBAN architecture. Additionally, we consider the
criticality index of WBANs to provide reliable and efficient
medical services to medically emergent patients in real-time.
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Figure 1: DPG-based Cloud-assisted WBAN Architecture

3 SYSTEM MODEL

In a cloud-assisted WBAN architecture, N number of
WBANs, B = {B1, B2, · · · , BN}, are present in an area, to
monitor the physiological condition of the patients, where
each WBAN is composed of M number of heterogeneous
body sensors, B = {b1, b2, · · · , bM}, which are connected to
an LPU to aggregate the heterogeneous medical data from
each body sensor [28], [29]. Due to the heterogeneity of
the body sensors, each such sensor has different bandwidth
requirement, B = {B1,B2, · · · ,BM}, to transmit its data ef-
fectively. As each body sensor requires different bandwidth,
each WBAN demands different aggregated bandwidths,
BW ∈ {BW1, BW2, · · · , BWN}, to transmit its data from a
specific H-CSP. Therefore, to fulfill individual requirements,
each WBAN Bi connects to K number of heterogeneous H-
CSPs, C = {C1, C2, · · · , CK}, to achieve ubiquitous health
services. The basic elements of the proposed architecture are
defined as follows:

• Φ = {Φt1,Φt2, · · · ,ΦtN}: Set of criticality indices,
where Φti represents the ctiticality index of the ith

WBAN.
• T tA = {T1, T2, · · · , TN}: Traffic load of each WBAN

in a specific area.
• ψ = {ψ1, ψ2, · · · , ψN}: Throughput of each WBAN.
• Pt = {Pt1,Pt2, · · · ,PtK}: Price charged by K number

of CSPs at time instant t.
• G = {G1,G2, · · · ,Gl}: groups formed depending on

the relation among coexisting WBANs.
• d = {d1, d2, · · · , de}: e number of disease types

present in a particular area.
• D = {D1, D2, · · · , DM}: Proximity of the WBANs

from Access Points (APs).
• SG = {SG1 , SG2 , · · · , SGl}: Size of the WBAN groups.

Table 1: Summary of notations

Notation Description
N Number of WBANs
M Number of APs
T Traffic load of WBANs in an area
A Specific area
Bi ith Number WBAN
d Disease types
Wi,j Encounter Matrix

aff(i, j) Disease Similarity Index
R Relational Matrix
BW Available Bandwidth
ψ Disease Spread Factor (DSF)
SGji Selection Rate
StGi Size of DPG
U
B

Gh
i

Utility function

• RdG : Disease spreading rate in a particular WBAN
group G.

As depicted in Figure 1, in a emergency situation, the
total volume of WBANs in a particular area expendss
tremendously, which increases the traffic load of WBANs
significantly. In the presence of increased traffic load of
cloud-assisted WBANs, the performance of WBANs de-
crease notably in terms of mapping cost and network
throughput. Therefore, to optimize the increased traffic load
and maximize the network throughput, WBANs are initi-
ated to form a DPG, depending on distinct syndromes. In
the formation of DPG, the WBANs with criticality Φ less
than the threshold criticality Φth, are not included in the
same group. For different diseases, the threshold criticality
of WBANs differs. After the formation of relation group-
ing, each group is mapped with a particular CSP. In the
traditional WBAN architecture corresponding to a disease,
a specific server is dedicated for processing.Therefore, if any
disease-specific WBAN is absent in a particular hospital,
then the server remains unutilized. However, in a WBAN-
cloud if a disease-specific WBAN is absent from a hospital,
then that can be used by other disease-based WBANs due to
rapid elasticity of the cloud. Therefore, a particular relation
based group of WBANs is dedicated to a particular CSP.
In the presence of heterogeneous H-CSPs, a specific group-
based WBAN selects an optimal H-CSP, depending on the
resource available, the total criticality of the WBAN, and the
proximity of the AP.

4 PRELIMINARIES

The proposed system use two approaches — (a) disease-
centric relation estimation among WBANs, and (b) cloud
computing, for modeling the optimization problem and
solution approach, respectively. For easier understanding of
problem formulation, we discuss the basics of the proposed
system in this Section. Also, we present the list of symbols
used in problem formulation in Table 1.

4.1 Disease-centric Relation Estimation Approach
We elaborates the preliminaries of the disease-centric rela-
tion estimation approach for cloud-assisted WBANs.

Definition 1. DPG is defined as the composition of sev-
eral WBANs, depending on the distinct syndromes, d =
{d1, d2, · · · , dn}, where n ⊆ N .

G = {nr1 , nr2 , · · · , nrn}, (n ⊆ N),
n∑
i=1

nri = 1 (1)
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Definition 2. Disease-centric relation among WBANs is ob-
tained based on similar disease types, which is calculated using the
n×n encounter matrix. Due to the mobility of WBANs, a WBAN
Bi comes in contact with another WBAN Bj . During mutual
connection, WBANs transfer its CI Φ and syndromes d with each
other using beacon messages. The encounter matrix n × n is the
count of contacts each WBAN encounters. The encounter matrix
is defined as,

Wi,j =

{
1, if Bi and Bj encountered each other
0, otherwise

(2)

Definition 3. The disease similarity index (DSI) among WBAN
Bi and WBAN Bj is expressed as aff(i, j) = |dBi

∩ dBj
|.

Mathematically,

aff(i, j) =

{
1, if dBi

⊆ dBj

0, otherwise
(3)

Definition 4. The relational value rij denotes the distinct con-
nection e among ith WBAN Bi and jth WBAN Bj . The edge is
dependent on the type of disease of the concerned patient and the
criticality Φ of the WBAN.

rij = e(Φi,Φj) (4)

where Φi and Φj denotes the criticality indices of ith WBAN and
jth WBAN, subsequently.

Definition 5. Relation matrix R presents the relation between
two WBANs, which is expressed as:

R =



r1,1 · · · r1,j · · · r1,n

...
. . .

...
. . .

...
ri,1 · · · ri,j · · · ri,n

...
. . .

...
. . .

...
rm,1 · · · rm,j · · · rm,n

 (5)

4.2 Cloud Infrastructure for WBANs

Cloud computing infrastructure supports ubiquitous and
elastic resource provision to the real-life applications [30],
[31]. Therefore, to store and analyze huge data generated

Figure 2: Functionality of Cloud-assisted WBAN Architec-
ture

from the WBANs, H-CSP provides cost-effective and real-
time medical services to the WBANs in a critical emergency

situation [32]. Using cloud, it is possible to offer ubiquitous
services with elastic demands. In a cloud-assisted WBAN,
after sensing the physiological data, the body sensors trans-
mit the packets to the health cloud. The health cloud service
provider sends the medical data to the medical experts,
so that real-time health-care services can be provision to
subscribers.

5 DISEASE-CENTRIC CLUSTER FORMATION
AMONG HETEROGENEOUS WBANS

We consider the mobile WBANs in cloud-assisted WBAN
architecture. This section theoretically analyzes the necessity
of DPG formation for increased traffic load of cloud-assisted
WBANs in an area. Whenever the total number of WBANs
increases, then the network throughput decreases, and the
traffic load in a particular area increases. We discuss the
concept of disease-centric cluster formation among WBANs
associated with similar disease types, based on SNA [27],
to optimize the traffic load and computational complexity
of the cluster formation. On the other hand, we explain
that only DPG formation is not invariably satisfactory for
providing QoS-services to the WBANs.

5.1 Estimation of Traffic Load
To optimize the traffic load of cloud-assisted WBANs, we
need to estimate the effective traffic load, T tA of cloud-
assisted WBANs in a critical environment in a area A.

Definition 6. Due to coexistence of WBANs, the traffic load of
a particular WBAN Bi at area A covered by an AP, Aj , at time
t, is calculated as the total number of packets generated Ht =∑N
i=1 Pi × t divided by the covered area [33].

T tA =

∑N
i=1 Pi × t
N (d)

× 1

1− p
(6)

where Pi is the packet transmission rate of WBAN Bi at time
t. Ht denotes the amount of accumulated packets send by these
N (d) number of coexisting WBANs within the area A, and d is
the mean Euclidean distance between WBAN, Bi and AP, Aj .

Theorem 1. Increased traffic load in a location decreases the
throughput of the WBANs.

Proof. Let us consider that in a hospital environment a
WBAN Bi transmits k number of packet with packet size
Pi at time t− 1. Then, the throughput is expressed as:

ψt−1 = k

∑N
i=1 Pi
t− 1

× 1

1− p
(7)

where p is the packet loss rate. When the traffic load t(L,t)
exceeds the threshold traffic th i.e., (t(L,t) >> tth), the
number of sending packets becomes less, as each WBAN
wants to send its data. Due to channel capacity constraints,
the number of sending packets becomes h at time t i.e.,
k < h. Therefore, the calculated traffic becomes:

ψt = h

∑N
i=1 Pi
t

× 1

1− p
(8)

From Equations (7) and (8), we conclude that:

ψt < ψt−1 (9)
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Therefore, increased traffic decreases the throughput of the
WBANs in a particular instant of time. Hence, the proof
concludes.

5.2 Necessity of DPG Formation

Medical emergency situation increases the traffic capacity T
of cloud-assisted WBANs in an area A covered by an AP,
Ak. Therefore, increased traffic load T in an area A signifi-
cantly degrades the performance with respect to mapping
cost and service rate. Consequently, due to the resource
constrained nature of the AP, an AP is not able to fulfill
the bandwidth requirements of all WBANs always and is
also not able to provide all the services to the WBANs. In
Theorem 2, we prove the necessity of DPG formation.

Theorem 2. In a hospital environment under an AP, N(A,Bi)

WBANs get access in the area A. Now, in the medical emergency
situation, several of new WBANs comes into the areaA. Therefore,
the total traffic increases to T̂(r,Bi) from T(r,Bi), i.e., T̂(r,Bi) >
T(r,Bi).

Proof. Suppose, in a medical emergency situation, the total
number of WBANs in an area A covered by an AP, Aj ,
increases tremendously. The area covered by an AP, Aj , is
calculated as:

A =
πr2 −Ar∑n
i=1 πa

2
(10)

Therefore, the total traffic load of the WBANs in the area A
is calculated as:

T(r,Bi) =

∑∞
j=1

∑N(A,Bi)

i=1 Pi × tj
(πr2−Ar)∑n

i=1 πa
2 × g

× 1

1− p

where p is the packet loss per second and d is the density of
WBANs in the area A.

In a critical emergency situation, the number of WBANs
increases, i.e, Ntot(A,Bi) = N(A,Bi) + Nnew(A,Bi), where
Nnew(A,Bi) is the new arrived WBANs in the areaA covered
by an AP. Therefore, the total traffic load of the network
increases. Mathematically,

T̂(r,Bi) =

∑∞
j=1

∑Ntot(A,Bi)

i=1 Pi × tj
(πr2−Ar)∑n

i=1 πa
2 × g

× 1

1− p
(11)

From Equations (4) and (5), we can infer that

T̂(r,Bi) > T(r,Bi) (12)

As the traffic load increases due to rise in the count of
WBANs, the performance of the total network also de-
grades. Consequently, the critical WBANs may face medical
emergency. Therefore, it is required to decrease the traffic
load, so that each WBAN can get the service optimally.

5.3 Algorithm for DPG Formation

In this section, we discuss the proposed disease-centric
cluster formation algorithm, which takes care of the total
traffic of the WBANs in a particular area by forming DPG.
Also, it takes care of the energy efficiency of the WBANs.

Algorithm 1: Algorithm for DPG Formation
Input: Number of WBANs (Bi ∈ B), Criticality index

(Φit)
Output: Optimal DPG (τ∗i,t)

1 Receive information from the present WBANs Bi ∈ B
at time t;

2 Create neighbor list of each WBAN;
3 Create encounter matrix among WBANs using

Equation 2;
4 Estimate disease similarity matrix using Equation 3;
5 Find the relation value between two WBANs using

Equation 4;
6 for i = 1 to N do
7 if Φtht ≤ Φit then
8 while aff(i, j) == 1 do
9 if τ∗i,t ≤ δlowth then

10 Compute τ∗i,t = δlowth ;
11 Form Optimal DPG using Equation 1;

12 if τ∗i,t ≥ δ
high
th then

13 Compute τ∗i,t = δhighth ;
14 Wait for random amount of time δt;

15 Compute τ∗i,t−1 = τ∗i,t;

16 Return τ∗i,t;

6 MAPPING OF DPG TO AN OPTIMAL H-CSP
Though the process of DPG formation among WBANs de-
creases the computational complexity and the traffic load
of the network, it does not guarantee QoS services to each
WBAN. Therefore, in this section, we prove that DPG for-
mation is not alone sufficient to provide QoS services to
WBANs. To manage QoS services among WBANs, the map-
ping of DPG to an optimal H-CSP is needed and the selec-
tion of critical WBAN from a DPG is also needed. Therefore,
the selection of critical WBANs from a DPG is to be decided
based on different selection parameters. Consequently, the
mapping of DPG to an optimal H-CSP is to be decided based
on the pricing model. We consider an architecture of one
WBAN Bi and a set of H-CSPs C = {1, 2, 3, · · · k}, where
k is the total number of H-CSPs. As we consider heteroge-
neous H-CSPs, we have each H-CSP follow different pricing
schemes and accordingly charge different prices to provide
the service. The price provided by each H-CSP is denoted
as P = {p1, p2, · · · , pm}, where pm is the maximum price
charged by H-CSP. The DPG with group of WBANs is
denoted as G = {G1, G2, · · ·GN}.

6.1 Necessity of Mapping between DPG and Optimal H-
CSP

Due to the mobility of WBANs, each WBAN changes
its region from one community to another, which signifi-
cantly changes the QoS and bandwidth requirement of each
WBAN. In Theorem 3, we prove the necessity of optimal
mapping between a DPG and H-CSP.

Theorem 3. Due to mobility and underutilization of the local
medical server, the conventional WBAN architecture is inefficient.
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Mapping to an optimal H-CSP provides a Cloud-assisted WBAN
more effective health-care services.

Proof. At time t, the required bandwidth of a WBAN Bi is
BWi and the available bandwidth of a local server specific
to a disease is BWL. Due to heavy traffic load T and
mobility of the WBANs, the available bandwidth require-
ment changes with time. Therefore, the rate of change in
bandwidth requirement is mathematically expressed as,

τ =

∑N
i=2 |BWi −BWi−1|∑N

i=2 |ti − ti−1|
(13)

Therefore, the total bandwidth requirement of the k number
of WBANs within a DPG is expressed as,

BWtot =
k∑
i=1

BWi (14)

Due to the variation in the rate of change in bandwidth
requirement, the available bandwidth does not fulfill the
required bandwidth. Mathematically,

BWL << τBWtot (15)

Hence, the proof concludes.

Lemma 1. In the absence of a particular disease di, the affected
WBANs in a hospital make the particular disease-centric server
unutilized and inefficient.

Proof. Let, the capacity of a local server corresponding to
a particular disease di in a hospital be Cdi . The utilization
factor of the local server Si is mathematically expresses as,

USi
=

Cdi
β

(16)

where β is the arrival rate of the WBANs of a particular
disease type. If the present arrival rate β̄ of WBANs specific
to a disease type decreases, then the revised utilization
factor decreases. Mathematically,

ŪSi
< USi

(17)

Hence, the proof concludes.

6.2 Selection Parameters

After the formation of different DPGs, we need to identify
the critical WBANs from each DPG to optimize the traffic
capacity of cloud-assisted WBANs. The election of critical
WBANs is to be decided depending on different election
parameters. They are discussed below.

• Criticality Index of WBAN: The criticality index of
a WBAN Bi at time t is denoted by Φt [34], and is
presented as:

Φt =
∣∣∣ (	uc −	t)2 − (	t −	lc)2

(| 	uc |+ | 	lc |)2

∣∣∣ (18)

where 	uc and 	lc are the upper and lower range
of a physiological specification of a patient. 	t =
(	uc+	lc)

2 defines the measurement of distinct phys-
iological data.

• Proximity to AP: The utility of the H-CSP UGiSj
(t)

depends on the distance between the WBAN BGki
in the group Gk.

D(Bi,AP ) =
1√

(Bx −APx)2 + (By −APy)2
(19)

where (Bx, By) and (APx, APy) are the coordinates
of the WBAN and the AP, respectively.

• Size of DPG: Size of the ith relational group is
presented as StGi at time t. Mathematically,

StGi =
n∑
i=1

Bri , 1 ≤ n < M (20)

where Bri is the ith WBAN at the group Gi, based on
the disease based relation r.

• Epidemic Spread Factor (ESF): Epidemic spread
factor denotes the change or the deviation in the
criticality index Φt of the WBANs in a particular
group G, and is denoted by ψ.

ψ = ΦtG − Φt−1
G (21)

where ΦtG and Φt−1
G are criticalities of the WBAN

refer to a particular group at a time t and t − 1
respectively.

• Residual Energy Level: The residual energy level of
WBANs is presented as Ψt

Bi
, and is mathematically

expressed as:

Ψt
Bi

=
EpreBi

EiniBi

(22)

where, EpreBi
and EiniBi

denote the required and pre-
liminary energy levels of the ith WBAN Bi, subse-
quently.

• Available Bandwidth of the H-CSP: Available band-
width of the H-CSP is calculated as,

BWava = BWtot −BWuse (23)

where BWtot and BWuse are the total and used
bandwidths of the H-CSP.

Definition 7. The utility factor SGji of a WBAN affinity to a
group G to choose an H-CSP among heterogeneous H-CSPs at
time t, is expressed as,

SGji =µ

(
EpreBi

EiniBi

+StGi
|ΦtG − Φt−1

G |
Φt

+
D(Bi,AP )min

D(Bi,AP )max

+
BWava

BWtot

)
(24)

where µ denotes utility constant, Φt denotes criticality index,
D(Bi, AP ) denotes the proximity to AP, and ψ denotes epidemic
spreading factor.

The utility constant of the utility factor is expressed as,

µ =

{
1 if EiniBi

≤ EpreBi

0 otherwise
(25)

Theorem 4. The maximum and minimum values of the selection
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parameter is expressed as:

fmax
(S

Gj
i )

=

(
2 +

0.5y

F

)
(26)

fmin
(S

Gj
i )

=

(
1 + 0.5x+

1

β̄

)
(27)

Proof. The selection function, fi, is a linear function of
variables RE, D, and BW , and Θ is a constant for choosing
the critical WBANs. The function is derived by subtracting
the cost function from the selection rate function shown
in Equation (24). The selection rate in Equation (24) gives
the maximum value. The selection rate is maximum when
EpreBi

= EiniBi
andD(Bi,AP )min

= D(Bi,AP )max
. Therefore the

maximum selection rate is expressed as:

fmax
(S

Gj
i )

=

(
2 +

0.5y

F

)
(28)

where y is the maximum size of the DPG and 0.5
F is the

maximum criticality index, F < 1. Also,

EpreBi

EiniBi

+
D(Bi,AP )min

D(Bi,AP )max

= 2 (29)

The selection rate is minimum when 1
β̄
<

Epre
Bi

Eini
Bi

and the

minimum size of the DPG is x. The minimum selection rate
is expressed as:

fmin
(S

Gj
i )

=

(
1 + 0.5x+

1

β̄

)
Hence the proof concludes.

The maximization of the selection rate SGji is defined as
follows:

ϑ = max∀Bi∈G S
Gj
i (30)

Lemma 2. Every critical WBAN has its own preference of choos-
ing optimal H-CSP. Therefore, the preference Pi of the WBAN
Bi of choosing H-CSP Ci among heterogeneous H-CSPs are the
symmetric and asymmetric components of the relation.

Proof. Suppose, the WBAN BGhi belongs to group Gh with
relation rh having a preference of choosing H-CSP Sm and
another WBAN BGhj belongs to group GkS with relation rk
having a preference of choosing H-CSP Sn. As the WBANs
belong to the different groups Gh and Gk, each WBAN from
the different groups has the different preferences Pp and Po
of choosing H-CSP. Then, the WBANs follow asymmetricity,
which is expressed as,

BGhi rhSmPp 6⇒ BGkj rkSnPo (31)

Suppose, the WBAN BGhi and another WBAN BGhj belong
to the same group Gh with relation rk having a preference
Pp of choosing H-CSP Sm. As the WBAN Bi and Bj belong
to the same group Gh, all the WBANs in the group have the
same preference of choosing Pp the H-CSP. Then, the WBAN
follows symmetricity, which is expressed as,

BGhi PpSmrk ⇒ BGhj PpSmrk (32)

Hence, the proof concludes.

6.3 Formulation of Utility Function
The WBAN BGhi belonging to group Gh can be model as
a customer and expecting to obtain more benefits with
least possible payments. The utility function of WBAN is
expressed as,

U
B

Gh
i

= RBi
− Ptot (33)

where R(.) defines the revenue function and P (.) denotes
the price charged by the H-CSP or total charge payed by the
WBAN.

The revenue function R(.) defines the selection rate of
choosing a H-CSP SGiSj

. It is mathematically expressed as,

RBi = η ×
N∑
j=1

SGji (34)

where η denotes the gain per unit selection rate.
P (.) defines the total charge payed by the WBAN for

using cloud services. It is mathematically expressed as fol-
lows:

Ptot =
∑
Bi∈G

Pti ×RCi + PQoS (35)

where P ti represents the price per unit of resource selling
from H-CSP Ch to WBAN, RCi

represents the amount of re-
source bought by WBAN from H-CSP, and PQoS represents
the fixed price charged by all the H-CSPs to give QoS to the
WBAN.

We segregated the QoS satisfying pricing into two cate-
gories, as follows:

a) Price charged for interference management among
coexisting WBANs in an area, A, is denoted as,
PI . Therefore, the interference management factor is
expressed as:

αj,l =
∑
I∈I

β(I)aj,l (36)

where β(I) is the interference management factor
and aj,l the price charged by the H-CSP to manage
the interference among the coexisting WBANs. The
price charged per WBAN for interference manage-
ment, PI is expressed as:

PI =
d∑
j=1

(∑Mj

l=1 αj,l
Mj

)
(37)

where, Mj is the total number of coexisting WBANs.
Hence, the total price charged per WBAN by H-CSP
for interference management is expressed as:

PI =
d∑
j=1

1

Mj

{ Mj∑
l=1

∑
I∈I

β(I)aj,l

}
(38)

b) Price charged for queue and mobility management,
is denoted as PQ. Therefore, the queue and mobility
management factor is expressed as:

kj,l = k̄
d∑
j=1

nj(I) +Qj (39)

where k̄ is the price charged by H-CSP to manage
the problem related to queue overflow and transient
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connection due to mobility. The price charged from
WBAN is expressed as:

PQ =
d∑
j=1

{
Vmax(

∑N
l=1

∑Vj

j=1 kj,l)

V 1
j + V 2

j + · · ·+ V Nj

}
(40)

Therefore, the total price charged by H-CSP for QoS
management of WBANs, PQoS , is expressed as:

PQoS = PI + PQ (41)

PQoS =
d∑
j=1

[∑Mj

l=1

∑
I∈I pβ(I)aj,l
Mj

+

∑N
l=1

∑Mj

j=1 pkj,l × aj,l
M1
j +M2

j + · · ·+MN
j

]
(42)

The optimization problem of WBAN Bi or the buyer-
level game is expressed as,(

max
RCi

U
B

Gh
i

=
{
η ×

N∑
j=1

SGji − Ptot
})

s.t. RCi
> 0, Bi ∈ B

(43)

Therefore, the characteristic of the utility function is ex-
pressed as follows:

i) The first order derivative of the utility function is
a non-decreasing function, as each WBAN attempts
to map with the optimal H-CSP in a cost effective
way. Mathematically, we have:

∂U
B

Gh
i

∂t
≥ 0 (44)

ii) The second order derivative of the utility function
is decreasing function, so that each WBAN gets the
maximum utility value. Mathematically we have:

∂2U
B

Gh
i

∂t2
≤ 0 (45)

As the WBAN BGi in the group G tries to maximize the
utility U

B
Gh
i

by buying optimal amount of resources, the

utility U
B

Gh
i

varies with the resource for a WBAN BGi .(
∂U

B
Gh
i

∂t
= η × ∂SGji

∂t
−
∑
Bi∈G

P ti ×RCi
+ PQoS

)
(46)

If Pi ≤
∂SGi

Sj

∂t , then from Equation (46), we can conclude,

∂U
B

Gh
i

∂t
> 0 (47)

Theorem 5. Though the size of the relational group does matter,
but the provision to the H-CSP mainly depends on the disease
spreading factor of a particular group.

Proof. Suppose, in the proposed architecture, the size of
the H-CSP is classified into Small-cloud (SGs ), Medium-
cloud (SGm ) and Large-cloud (SGl ), depending upon their
computational power (Pcom) and the resource poll (i.e.,
bandwidth BW , and the access time Tacc).

Let, the disease spread factor of the ith group be ψGi .
Therefore, the disease spread factor of different groups is
denoted as ψ = {ψG1 , ψG2 , ψG3 , · · · , ψG1}. Based on this,
each group is assigned a different cloud. Let ψG1 , ψG2 and

ψG3 be the disease spread factor of the groups G1, G2 and G3.
At a specific time t, the disease spread factor of G1 is higher
than the same for G2, and the disease spread factor of the
G2 is higher than the same for G3. This is mathematically
expressed as,

G1 > G2 > G3 (48)

At the same time t, G1 is assigned to the Large-cloud (SGl ).
Mathematically, it is expressed as,

(G1 → SGl) at access time (Tacc) (49)

Also, G2 is assigned to the Medium-cloud (SGl ). Mathemat-
ically, it is expressed as,

(G2 → SGm) at access time (Tacc) (50)

Also, G1 is assigned to the Small-cloud (SGl ). Mathemati-
cally, it is expressed as,

(G3 → SGs) at access time (Tacc) (51)

Therefore, based on the disease spread factors different H-
CSPs are provided. Hence, the proof concludes.

The total number of requested WBANs belonging from
a group G is denoted by K. We get,

K =
N∑
i=1

ZGi (52)

where, ZGi represents the request of the ith WBAN in a
particular group G.

Therefore, within a particular group G total k number of
requests are sent by WBANs belonging to the same group.
If the WBAN requests are satisfied by the H-CSPs at time
ts, then the satisfaction factor for each WBAN is denoted by
πBi

. It is mathematically expressed as,

πBi
=

[(
t− t̂

)
× U

B
Gh
i∑N

i=1Z
G
i

]
(53)

Using Lagrange multiplication, we can express the Equa-
tion 43 as,

5RCi
U
B

Gh
i

= −λ5RCi
U
B

Gh
i

(54)

[
δU

B
Gh
i

δτ1
,
δU

B
Gh
i

δτ2
, · · · ,

δU
B

Gh
i

δτN

]
vτ1
vτ2

...
vτN

 = 0 (55)

where, 5RCi
U
B

Gh
i

=
(∂δU

B
Gh
i

∂τ
,
∂δU

B
Gh
i

∂τ̄

)
(56)

6.4 Algorithm for Mapping to an Optimal H-CSP

In this section, we propose an algorithm to choose an
optimal H-CSP among heterogeneous H-CSPs in a medical
emergency situation. From Algorithm 1, we get the WBANs
with the similar disease types in a DPG to choose the
critical ones within the cluster easily and achieve lower
computational complexity. Algorithm 2 describes the map-
ping of DPG to an optimal H-CSP, to provide fair amount
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Figure 3: Proposed Algorithmic Flow Chart

of resources to the critical WBANs in a medical emergency
situation.

7 COMPLEXITY ANALYSIS

We discuss the complexity and stability of the proposed
system for cloud-assisted WBANs.

Theorem 6. The worst case asymptotic time complexity of the
system is O(zn2), where n is the count of critical WBANs.

Proof. In the first algorithm, each WBAN related to the
same disease forms a cluster to minimize the computational
complexity. To form the DPG, the worst case computation
complexity is O(qn) from Algorithm 1. After the formation
of DPG, the critical WBANs choose from the DPG. To choose
the critical WBANs from each WBAN, a selection procedure
using the selection parameter Si. Therefore, the worst case
complexity of selecting critical WBANs is O(pn).

T (n) = C1{qT (ns) + pT (nk)}+ C2T (1) (57)

The combined worst case complexity of DPG formation
and selection of critical WBANs is O(zn2), where z = q+ p.
Hence, we infer that the total computational complexity of
the proposed approach, in the worst case, is O(zn2), where
n is the count of critical WBANs. This completes the proof.

Algorithm 2: Algorithm for Mapping to an Optimal
H-CSP

Input: Number of WBANs within a DPG (Bi ∈ B),
Disease types d = {d1, d2, · · · , dk}, Ctiticality
index of each WBAN Φit.

Output: Optimal Mapping Matrix (M∗i,j)
1 Calculate the criticality index of all WBANs Bi ∈ B at

time t;
2 Measure the Euclidean distance between WBAN and

the gateway ;
3 Compute the group size of the DPG, StGi ;
4 Compute the disease spread factor within the DPG;
5 Calculate the residual energy level of the each WBAN;
6 Compute the available bandwidth for the AP;
7 Compute the selection parameter Si,∀Bi ∈ B;
8 if SGiSj

≥ SthSj
then

9 The detected WBANs are in critical medical
condition in a DPG;

10 Update waiting time τ∗i,t = δlowth ;
11 if U

B
Gh
i

≥ U th
B

Gh
i

then

12 Optimal Mapping matrixM∗i,j ;
13 QoS is provided by the H-CSP;

14 if U
B

Gh
i

≤ U th
B

Gh
i

then

15 Standard mapping matrix generated;
16 QoS is not provided by the H-CSP;

17 if SGji ≤ Sthi then
18 The detected WBANs are in normal medical

condition in a DPG;
19 Update waiting time τ∗i,t = δhighth ;

20 Update τ∗i,t−1 = τ∗i,t;
21 Return τ∗i,t;

8 PERFORMANCE EVALUATION

We discuss the results of the proposed schemes, based on
different metrics. We have used a modeled and created
simulation platform using MATLAB. We have enlisted the
simulation parameters in Table 2.

Table 2: Simulation Parameters

Parameter Value
Simulation area 1 Km× 1 Km
Number of WBANs 300
Number of body sensors in a WBAN 8
Number of APs 10
Velocity of each WBAN 1.5 m/s
Initial energy WBAN 0.5 J
Power consumption of Tx-circuit 16.7 nJ
Power consumption of Rx-circuit 36.1 nJ
Power consumption of Amplifier-circuit 1.97 nJ
Energy of WBANs 0.5 J
SINR threshold 5-15 dB
Sensing range of body sensors 0.5− 1.5 m
Packet rate 4 packets/sec
Packet size 512 Bytes

8.1 Benchmarks

CHMS, the benchmark considered in this study, is a cloud-
based efficient medical system in real-time, proposed by
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Table 3: Testbed Information

Parameters Values
Processor Used Intel(R) i5-2500 CPU @ 3.30 GHz
RAM 4GB, DDR3
Disk Space 320 GB
Operating System Ubuntu 14.04 LTS
Application Software MATLAB R2013a

Almashaqbeh et al., [35]. The authors proposed a data
aggregation and classification system to reduce the traffic
load of the network. They also proposed a dynamic chan-
nel assignment approach to reduce the interference among
coexisting WBANs. As the benchmark algorithm proposed
a traffic flow based dynamic channel assignment approach
for cloud-assisted WBANs, therefore we have considered
this approach to compare it with our existing scheme.

8.2 Simulation Settings
To analyze the performance of the two schemes — Efficient
Healthcare Management (HCM) and Optimal Mapping (O-
MAP), we considered the Group-based mobility of WBANs
[36]. Also, we considered the multi-hop topology for data
transmission in WBANs, where each WBAN consists of
8 sensor nodes placed on the body, according to [37]. To
considered the varying trffic of WBANs in an area, we
vary the WBAN density factor g from 5 to 20 per square
meter. Also, we vary the traffic load from 500 Kbps to 950
Kbps to observe the mapping cost between WBANs and H-
CSPs. Consequently, we considered the different data rates
of body senor nodes, i.e., 100 Kbps to 700 Kbps to compute
the optimal mapping cost of WBANs. The price function
for mapping is defined as f(Ptot) = PtQ(ytbi)

2, where ytbi
defines the data transmission rate of the sensor nodes.

8.3 Performance Metrics
We illustrates the several performance metrics used for
performance evaluation.

• Network Throughput: Network throughput defines as
the number of successful reception of packets per
second.

• Traffic Load: Traffic capacity of the network defines
total amount of packets transmitted from a DPG per
second.

• Residual Energy: Residual energy of a WBAN defines
the initial energy of the WBAN to perform different
operations.

• Packet Delivery Delay: Packet delivery delay defines
the time duration between the data transmitted from
the WBAN to the data received at the AP.

• Packet Loss: Packet loss defines the difference be-
tween the amount of data packets transmitted from
the WBAN to the total amount of data packets re-
ceived at the AP per unit time.

σ =
Pttran − Ptrec

t
(58)

where Pttran and Ptrec denote the amount of data
packets transmitted and the number of packets re-
ceived at time t, respectively.

• Service Rate: Service rate denotes the ratio of the
amount of patients served to the amount of patients
present in the area.

S =
N t
ser

N t
tot

(59)

where N t
ser and N t

tot present the amount of patients
served and the total amount of patients at time t,
respectively.

• Average Energy Consumption: Energy consumption of
each WBAN is calculated as [38]:

Eij = E0 −K(Eelec + εamp)d
2 (60)

where E0 is the initial energy, Eelec is the energy
consumption due to electric circuit and εamp is the
energy consumption due to amplifier circuit.K is the
packet size and d is the distance between the sensor
node and the LPU.

• Path Communication Loss: Path communication loss is
defined as the power loss due to transmission from
sensor node to the reception in the LPU [38].

PL(dB) = 10n log10(
d0

d
) + 10 log10

(4πd0)2

λ
+Xσ

(61)
where n is the path loss exponent varying between
2 − 3.5, d denotes the distance among body sensor
and LPU, d0 is the actual distance among body
sensor and LPU, σ is the Gaussian variance, and
X is the Gaussian random variable. The operating
frequency is 2.4 GHZ.

8.4 Discussion on Results
We considered the proposed algorithm — HCM to analyze
the performance, based on different simulation metrics.

8.4.1 Energy Consumption
Figure 4 depicts the energy consumption of WBANs for
the proposed scheme. From the figure, we can see that
with the increase in the number of HCSPs, the energy con-
sumption of the critical WBANs decreases. In our proposed
scheme, the critical WBANs form a DPG and are efficiently
mapped to an optimal H-CSP. Therefore, the critical WBANs
consume reduced energy than the normal WBANs, while
transmitting the packets. With the increase in the number
of H-CSPs, the energy consumption of each WBAN de-
creases. We also compare our existing work O-MAP with
the Without Optimal Mapping Scheme (WoP) and existing
scheme CHMS (considered to be normal), in which HCM
outperforms the WoP and normal scheme (CHMS).

8.4.2 Total Number of Connected WBANs
Figure 5 depicts the total number of connected WBANs to
optimal H-CSP in a critical emergency situation. We ana-
lyzed the proposed scheme with varying number of WBANs
100, 150, and 200 and varying number of H-CSPs 5, 10, and
15. Figures 5(a), 5(b), and 5(c) depict that the total number
of served WBANs is more than the existing scheme based
on the available bandwidths of the H-CSPs. On the other
hand, from the figures, we can observe that with the in-
crease in the number of H-CSPs, the total number of served
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(b) 150 WBANs, 10 H-CSPs
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(c) 200 WBANs, 15 H-CSPs

Figure 4: Fixed Number of WBANs with Varying Number of H-CSPs
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(b) Number of H-CSP, 10
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Figure 5: Fixed Number of WBANs with Varying Number of H-CSPs

WBANs from an particular H-CSP increases. Therefore, the
critical WBAN can get improved services in the presence of
multiple H-CSPs. We also compared our scheme with the
exiting solution, and observe that our scheme outperforms
the existing one.

8.4.3 Communication Path Loss
Figure 7(b) depicts the cumulative path loss of sensor nodes
with different schemes — CHMS and HCM. We measured
the path loss using the Equation (61), where the path ex-
ponent varies from 3 − 4.5, and operating frequency 2.4
GHz. In the presence of group-based mobility, the distance
between the sensor nodes and LPUs increases over time,
which increases the path loss of body sensor. Therefore, to
minimize the power consumption, it is very important to
minimize the path loss. As the proposed scheme manages
the mobility of WBANs by charging an extra amount for
mobility management, therefore it minimizes the path loss.
Hence, we observe that the HCM significantly minimizes
the path loss of sensor nodes over the existing schemes.

8.4.4 Packet Loss
Figure 7(a) shows the mean packet loss of WBANs for
different schemes — CHMS and HCM. Due to group-based
mobility of WBANs, the quality of channel between sensor
nodes and LPUs decreases significantly, which increases
the packet loss the exciting system. The proposed scheme
provides an optima and efficient between WBANs and H-
CSPs, which inherently decreases the packet loss rate of
the system and provides fair resources to sensor nodes.

Therefore, the proposed scheme, HCM, reduces the packet
loss, while maintaining the QoS requirements of WBANs.
The scheme used in HCM, able to provide fair performance
than the existing schemes CHMS, as they do not consider
QoS requirements of the WBANs.

8.4.5 Network Throughput
Figure 6(a) presents the mean throughput of WBANs for
HCM and CHMS. Throughput is the reception of the
packets successfully at the AP. As previously mentioned,
throughput depends on the number of successful reception
of packets at the sink. Therefore, due to the increase of alive
nodes in the network, the packet reception rate increases.
As a result, network throughput increases due to the in-
crease of alive nodes. From 6(a), we can observe that using
HCM, the WBANs from a DPG are efficiently mapped to
the H-CSP, which maximizes the packet transmission rate.
Consequently, as WBANs carry sensitive and important
medical data packets, therefore it is necessary to increase the
throughput of WBANs in efficient way, where our proposed
approach provides significant improvement in throughput
for critical WBANs. Therefore, the proposed scheme HCM
has less packet drop rate compared to CHMS.

8.4.6 Service Rate
Figure 6(c) shows the service rate of the H-CSP for HCM and
CHMS. We have calculated the service rate using Equation
59. In our proposed scheme, WBANs are mapped to H-
CSP efficiently while considering the traffic load. Therefore,
the service rate of the proposed scheme is 5 − 10% more
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Figure 6: Analysis of throughput, service rate, and residual energy
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Figure 7: Analysis of packet drop, path loss, and mapping cost

than that of the existing scheme. hence, we observe that
using proposed scheme, HCM, outplay the existing scheme
CHMS, as the latter does not consider the efficient mapping
of WBANs to H-CSP.

8.4.7 Residual Energy
Figure 6(c) depicts the energy levels of WBANs for HCM
and CHMS. Each WBAN always struggles to transmit its
data packets. Nevertheless due to mobility of the WBANs,
the packet transmission rate decreases and WBAN con-
sumes more energy. As a result, the residual energy of the
WBAN decreases. In our proposed scheme, due to efficient
mapping of critical WBANs to H-CSP, each WBAN connects
to optimal H-CSP, while preserving the QoS requirement
and providing fair amount of resources. Therefore, for the
efficient mapping and data transmission, the HCM scheme
consumes less energy. Therefore, the proposed scheme,
HCM, outruns the existing scheme CHMS, as the latter does
not consider the efficient mapping of WBANs to H-CSP.

8.4.8 Packet Delivery Delay
Figure 8(a) describes the packet delivery delay from WBAN
to AP. In this figure, we observe that using the proposed
scheme, the critical WBANs have less packet delivery delay
than the normal WBANs. As, in our scheme, the critical
WBANs are efficiently mapped to the H-CSP, therefore the
WBANs can send their data immediately. Therefore, efficient
mapping incurs less packet delivery delay using HCM.
However, we observe that the HCM scheme, outruns the
scheme CHMS, as the latter does not consider the efficient
mapping of WBANs to H-CSP.

8.4.9 Traffic Load
Fig. 8(b) depicts the traffic capacity of cloud-assisted
WBANs. From Fig. 8(c), we can observe that with the
increase in the density g of WBANs, the traffic volume
increases, which significantly decreases the network perfor-
mance. To cope with the situation, our proposed algorithm
deals with the increase in traffic load and provides QoS to
each WBAN. From Fig. 8(b), we can see that our proposed
scheme HCM decreases the increased traffic load in a medi-
cal emergency situation.

8.4.10 Mapping Cost
Figure 7(c) shows the mapping cost of WBANs for different
traffic load in a medical emergency situation. From the
figure, we observe that with the increase of traffic load the
mapping cost of WBANs increases significantly. Whereas
the traffic load of 950 Kbps incurs more mapping cost than
the traffic load of 750 Kbps. To cope with the increased
mapping cost for optimal mapping between WBANs and
H-CSPs, we provide an optimal mapping algorithm — O-
MAP. Figure 9 depicts the mapping cost between WBANs
and H-CSPs for different data rate of body sensor nodes.
From this figure, we observe that the mapping cost using the
proposed approach — O-MAP — is lesser than that without
optimal mapping — WoP — and the normal conventional
approach (CHMS).

9 CONCLUSION

Increased traffic load in an area decreases the performance
of the network with respect to mapping cost and mean
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Figure 8: Analysis of average delay, traffic load with variation in the density and traffic load
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Figure 9: Mapping cost with with variation in number of WBANs

network throughput. Therefore, to minimize the traffic load,
we proposed a disease-centric relation estimation approach
to optimize the computational complexity of cluster forma-
tion. After estimation of the relation among WBANs, we
proposed an algorithm to form DPG considering several
disease types such as epidemic cholera, glandular fever, and
epidemic parotitis. DPG alone is not sufficient to provide
QoS services to the WBANs. Therefore, we also proposed
another algorithm for efficient mapping of WBANs belong-
ing to a DPG with an optimal H-CSP. We performed the
complexity analysis and stability of the proposed algorithm.
We also compared our proposed schemes with the existing
schemes, from which we are able to show that our approach
outperforms the existing approaches and achieves signifi-
cant results.

In the future, we plan to analyze the dynamic behavior of
WBANs in a critical emergency situation and also propose
a dynamic cache optimization scheme for handling such
emergency situation. Also, we plan to design an optimal and
effective resource augmentation process for critical WBANs
for use in emergency situations.
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