CS 60050
Machine Learning

Support Vector Machines



Intuition

* Many possible separating lines. Which separating line

is the best?
 Margin: distance from the nearest example to the

separating line



Notations

Training set: (xj, yj), i=1,2,.., N,
— Each X; is a vector of d dimensions
—Eachy,=+1or-1

Separating plane: 2 w; x; = 0 where w; are the
parameters to learn

Vector notation for the plane: wix =0
— Vector w = (w,, Wy, ..., W)

Question: Which w maximizes the margin?



Technicalities

* Let x, be the nearest data point to the plane
wix=0

* Normalizing w such that | w'x_ | =1

* Pull out w,, so that w = (wy, ..., wy). Insert
constant b. Plane is now wix+ b =0,
normalized such that | w'x_ +b| =1



Computing the margin

The distance between X, and the plane w'x+b6 =10

where |[w'x, +b| = 1



Computing the margin

The vector w is L to the plane in the X" space:
Take x" and x” on the plane
wx' +b=0 and wx"+b=0

— wi(x —-x")=0

J/ :
X”



Distance between x. and the plane

Take any point x on the plane

Projection of X, — X on w

W= — distance = ’WT(xn — x)}
lw]]




Distance between x. and the plane

1
distance = —\wan — wW'Xx| =
4l
1 1
—}WTxn—l—b—wa—b| = —
[w| [w]



The optimization problem

1

lw

Maximize

subject to min |w'x, +b] = 1
n=1.2,....N

Notice: |[W'x, + b| = yn (WX, + b)



Equivalent optimization problem

1
Maximize
Iwl]
subject to min |w'x,+b] = 1
n=12,....N
Notice: |[W'xy, + b| = yn (WX, + b)
£ N

1

Minimize 5 wW'w

subject to yp (Wx,+b0)>1 for n=1,2,...,N
NS )




Solving the optimization
Minimize — W W
subjectto Yy (Wx,+b)>1 for n=1,2,...,
weRY beER

Inequality constraints handled by KKT conditions
(due to Karush and Kuhn-Tucker)



Lagrange formulation
1

Minimize —w'w
2
subjectto Yy (Wx,+b)>1 for n=12...,N

weRY beER

N
1
Minimize L(w,b,a) = 5 WwW — Z o (Yn (WX, +0) —1)
n=1

w.rt. w and b and maximize w.r.t. each a,, > 0



Lagrange formulation

N
1
Minimize L(w,b,a) = 5 W'w — Z (Y (WX, +b) —1)
n=1

w.rt. w and b and maximize w.r.t. each a,, > 0

For the unconstrained case:

N
Vil = w — Zar.,,,ynxn =0

()b Zanl/n = 0



Lagrange formulation

N
1
Minimize L(w,b,a) = 5 W'W — Z (Y (WX, +b) —1)
n=1

w.rt. w and b and maximize w.r.t. each a,, > 0

Substituting
N N
W = Z UnYnXnp and Z Yy = 0
n=1 n=1
We get



Final constrained optimization

N N N
S LSS i
‘C (CX) — y — 5 YnYm nQiy XnXm
n=1 n=1 m=1

Maximize w.r.t. to e subject to

:
a, >0 for n=1,---,N and Zf::l Y, = 0

Can be solved by Quadratic Programming, which gives us

=, " N



The solution

Solution: @@ = vy, -+ ,apn
N
= E :a'n.ynxn
n=1

KKT condition: Forn=1,---,N

y (Y (WX, +0)—1) = 0

a, >0 = X, Is a | support vector




Support vectors

Closest x;,'s to the plane: achieve the margin

— Y (WXx,+0)=1

W = E XpYnXn

Xn is SV

Solve for b using any SV:

Yn (WX, +0) =1

Hypothesis g(x) = sign(w'x + b )



SV’s = #effective parameters

Generalization result

# of SV's]
N -1

E[E,,] < EL



Nonlinear transforms

X — 2

0.5}

(@)}




Nonlinear transforms

Points transformed from X-space to Z-space

Optimization problem formulated in Z-space
N N

N
1
‘C(a) — Za'n — 5 ZZ YnlYm Oy Z-Tan

n=1 n=1 m=1

SVs found in Z-space (different Z-spaces can
give different SVs)

Complexity of optimization problem is
independent of dimension of Z-space, only
depends on number of points (N)



What do we need from the Z-space?

N N N
1 T
L (a) — Z Qp — 5 Z YnYm Oy ZypZy,
n=1 ~ n=1m=1
Constraints: @, >0 for n=1,--- /N and Z‘;V:l Yy, = 0

g(x) =sign (w'z + b)

where w = E A YnZy,
Zn 15 SV

and b Yy, (W'z,,+0)=1



What do we need from the Z-space?

N
— E ap — = E E YnYm ApOiy anm
n=1

n=1 m=1

Constraints: @, >0 for n=1,--- N and Zgzl Yy, = 0
g(x) =sign (w'z + b) Lneed Z,7Z }

where w = E O YnZn,

and b: Yy, (WTZ,-,-,, == b) =} [need Z;Zm}

Need only inner products of vectors in the Z-space



Inner products in Z-space

e Given two vectors x and x’

* Which is easier:
— Getting the transformed vectors z and z’ in Z-space
— Getting the inner product of zand 7’

 Can we compute inner products in Z-space
without transforming vectors to Z-space?



Kernel function

* Given two points x, X’ € X, let 272" = K(x, x’)

* A kernel function is an inner product of two
vectors in some Z-space

Example: x = (zy,29) — 2nd-order ®
z = ®(x) = (1,x1, 20,7, T3, T1T2)

K(x,x') =22 =14 2121 + 2273 +

2 2
:l?%l?’l . ;173;17'2 1+ x12' 171979



Can we compute K(x, x’) without
transforming x and x’?

Consider K (x,x') = (1+x'x')? = (1 + 2121 + 227'3)?

9 2 . ‘ :
= 1 + ziz'] + zi2, + 217’ + 2397’y + 211717075

This is an inner product!
(1, =%, =3, V21, V2x9 , V2 129 )
( 1 9 :E,? 3 17’3 9 \/517,1 ) \/517,2 ; \/517’117,2 )



The kernel trick

* Get the classification done in a high-dimensional
space, without paying much of a price in terms of

computational complexity

e /-space can be very high dimensional, even of
infinite dimension

K(z,z') = exp (—(;17 _ ;17/-)2)

= exp (—' 2 exp (—. ) Z

k=0
exp(2zz’)




Several well-known kernels exist

Polynomial kernel
Exponential kernel
Radial Basis Function (RBF) kernel

You can design your own kernel, provided it
satisfies some conditions



Designing your own kernel

K (x,x’) is a valid kernel iff

1. It is symmetric and

2. The matrix: I K(x1,x1) K(x1,x9) ... K(x1,xpn) |
K(x2,x1) K(x2,x3) K (x2,xn)
K(xny,x1) K(xy,X2) K (xn,XnN)

s positive semi-definite

forany xq,--- , Xy (Mercer's condition)




