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Abstract

Combination of structure and content features is nec-
essary for effective retrieval and classification of XML
documents. Composite kernels provide a way for fu-
sion of content and structure information. In this pa-
per, we demonstrate that a linear combination of simple
and low cost kernels such as cosine similarity on terms
and selective paths provide a good classification per-
formance. We also propose a corpus-driven entropy-
based heuristic for determining the optimal combina-
tion weights. Classification experiments performed on
the INEX 1.3 XML corpus, demonstrate that the com-
posite kernel classifier achieves significantly better per-
formance as compared to complex and time consuming
approaches.

1 Introduction

Algorithms for retrieval and classification of semi-
structured documents can be broadly divided into three
categories - (i) those that use general classifiers on an
unstructured flat text view of the documents, without as-
signing any special significance to the tags or the struc-
tural information, (ii) those which take only the struc-
ture of the semi-structured documents into account, and
(iii) the algorithms that take both the content and the
structure into account.

A number of approaches exist for classification of
unstructured text. Naive-Bayes and Support Vector Ma-
chine (SVM) based classifiers like [6] have proved to be
quite effective for this purpose.

A number of measures have been proposed for
measuring structural similarity between semi-structured
documents like XML [1]. Some of the structure-only
approaches for XML classification based on tree edit
distances are of quadratic complexity and thus are in-

feasible for large corpus. Other approaches include
rule-based approaches like XRules [9]. It is based on
the premise that the presence of one or more particu-
lar type(s) of structural pattern(s) in an XML document
can be used to predict the likelihood of its belonging to
a particular category. In this approach, a set of ‘struc-
tural rules’ are learned during the training phase, by
identifying a representative set of structural patterns for
each category. During classification, the rules relevant
to a new document are identified, and the statistics of
the matched rules are used to predict the category of
the new document. Flesca et. al.[3] uses the Fourier
Transform technique to compute the structural similar-
ity between two XML documents. They extract the se-
quence of start tags and end tags from the documents,
and convert the tag sequence to a sequence of numbers
to represent the structure of the documents. The num-
ber sequence is then viewed as a time series and Fourier
transform is applied to convert the data into a set of
frequencies. The similarity between two documents is
computed in the frequency domain by taking the dif-
ference in magnitudes of the two signals. Kashima &
Koyanagi [7] proposed a structure-only classification
technique for semi-structured documents using Support
Vector Machines, however their proposed kernel is of
quadratic complexity w.r.t. the number of nodes in the
DOM trees, hence it is impractical for use with large
corpuses.

The recent trend in XML retrieval and classification,
as exemplified by the INEX 2006 challenge [2], is to
utilise both structure and content information. Content-
structure classification techniques proposed over the
years can be said to have two main approaches from
a modeling perspective - one is to use different flat-
text classifiers operating on distinct document elements
(which are identified by the document structure i.e. the
tags) and then combine these base classifiers to classify
the entire document. The second family attempts to de-
sign new types of classifiers adapted for structured and



semi-structured documents.
The first approach has mostly been used for classi-

fication of HTML documents, using a combination of
flat-text classifiers, each operating on the contents of a
particular HTML tag. The second family of approaches
include the HyREX system [4] which uses document
substructures as indexing elements. A XML subtree in-
dexing based approach has been adopted by Grabs et.
al. [5].

In this paper, we propose the combination of struc-
ture and content information using composite support
vector machine (SVM) kernels for supervised XML
classification. The motivation is to isolate text and
structure components, use simple and computationally
low-cost content and structure similarity measures and
then combine them using the flexibility offered by com-
posite SVM kernels. The composite kernel is con-
structed by a linear combination of text and structure
kernels, the combination weights are determined by a
corpus-driven heuristic based on entropy of the docu-
ment frequency distribution of the indexing units. We
observe that this method is quite effective and achieves
superior performance compared to other techniques.

We adopt the popular text kernel based on cosine
similarity of term frequency vectors [6] to measure con-
tent similarity (on the extracted text). For structural
similarity we use a selective path kernel having linear
computational complexity. It is to be noted that other
structural similarity measures may also be used to de-
fine composite kernels. However, we have observed that
the selective path kernel provides comparable perfor-
mance as compared to quadratic complexity algorithms
e.g., the Kashima-Koyanagi kernel [7] for semi struc-
tured documents, while requiring several order less time
even on moderate size collections.

Extensive experiments were performed on the INEX
1.3 corpus. The proposed algorithm was found to sig-
nificantly outperform the reported results in the INEX
2006 challenge [2].

The remainder of the paper is structured as follows.
The content and structure kernels used in the present
work, and the technique used to combine the content
and structure kernels to generate the composite kernel
are discussed in Sect. 2. Section 3 briefly describes our
experimental setup and the results achieved by the pro-
posed classification technique. Section 4 summarizes
the contributions of the current work and points out di-
rections of future work.

2 Content and Structure Kernels

A linear combination of the content and structure
kernel was used to construct a composite content-

structure kernel for designing a supervised SVM clas-
sifier. Content similarity is measured by the common
text kernel which uses cosine similarity between term
frequency vectors.

2.1 Structure Similarity: Selective Path Ker-
nels

We extract some of the paths from the DOM trees
to represent the structure of an XML document. Only
those linear paths are selected which extend from the
root of the tree to a leaf node containing textual con-
tent; henceforth such paths are referred to as ‘TPaths’.
The TPaths are treated as indexing elements for repre-
senting structure of the document. We use both Boolean
and Cosine similarity models to measure the structural
similarity among XML documents. In the cosine simi-
larity model, the structure of an XML document is rep-
resented by a structure-vector whose elements give the���������	�

score of the TPaths in the document. The struc-
tural similarity between two XML documents is com-
puted by the cosine similarity between the structure-
vectors of the two documents. This kernel method
is henceforth referred to as the ‘Cosine TPath’ ker-
nel. In the boolean similarity model (referred to as the
‘Boolean TPath’ kernel), the elements of the structure-
vector are binary values indicating the presence or ab-
sence of TPaths in the documents.

2.2 Composite Kernel

A single numerical similarity score (in the range
 ������
) between two XML documents is computed by a

linear combination of the content similarity score and
the structural similarity score. This is used as a com-
posite kernel for the SVM. The composite kernels ob-
tained by combining the ‘Cosine TPath’ kernel and the
‘Boolean TPath’ kernel with the text kernel are respec-
tively referred to as ‘Cosine TPath & Cosine Text’ ker-
nel and ‘Boolean TPath & Cosine Text’ kernel hereafter.

An entropy-based heuristic has been used to deter-
mine the relative weights in the linear combination. The
method is described below. Let

��� � ��� ����� ��� ����� ���
be the

indexing units (terms or TPaths for text and structure
kernel respectively). The document frequencies of these
indexing units (i.e. the number of documents containing� �

-s) are represented by
�	� � � �	� � ����� �	� � ����� �	� �

. We nor-
malize the

��� �
-s such that they have values in


 ������
and

their sum is unity. Let these normalized document fre-
quencies be denoted by � � -s.

The entropy of the document frequency distribution
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in the corpus is defined by

�������
� � ���
	��� � ��� (1)

Let
���

be the entropy of the distribution of docu-
ment frequency of TPaths in the training corpus and���

be the entropy of the distribution of document fre-
quency of text terms. Then the composite kernel is de-
fined as

�
composite �������������! "$#"$#&%'"$(

�
structure �)����������� % "$("*#&%+"$(

�
content �������������

(2)

where , structure and , content are the structure and the
content kernel respectively.

It may be noted that the entropy value will be higher
for heterogeneous corpus with a varying distribution
of indexing elements. Thus, if the structural variation
among the documents of the corpus is large as com-
pared to the content variation, more weightage is given
to the structure kernel.

3 Experimental Results

Experiments were performed on the standard INEX
1.3 single-label categorization corpus (obtained from
the website http://xmlmining.lip6.fr/Corpus). This cor-
pus consists of 12107 XML documents, of which 6053
are used for training and rest as the testing corpus. The
documents are the full-texts, marked up in XML, of arti-
cles of the IEEE Computer Society’s publications from
12 journals and 6 transactions. The goal of the classi-
fication task is to classify the documents according to
the source of the documents. The INEX 1.3 corpus is
typically a text-rich and structurally homogeneous cor-
pus. The documents show limited variations in the set
of tags used - in the course of our experiments, the 6053
XML documents in the training corpus have been found
to contain only 163 unique tags.

The text and set of TPaths extracted from each XML
document are indexed using the SMART IR tool[8]. A
standard set of stop-words are ignored during the in-
dexing of the text. The kernel matrices are constructed
from the index. Classification is then carried out using
the popular LIBSVM implementation of Support Vec-
tor Machines, using the pre-computed kernel type. The
results of the classification experiment have been sum-
marized in Table 1. The performance measures con-
sidered are: micro-average and macro-average values
for the precision, recall and F1-measure. The macro-
average values are the mean values of the correspond-
ing measure over all the classes in the corpus, and the
micro-average values are the mean values weighted by
the size of every class.

To compare the composite kernels, we have used
the Cosine Similarity kernel on an unstructured bag-of-
words model of the XML documents (without isolating
the text and structural tags). This kernel is referred as
the ‘Cosine Bag-of-words’ kernel. The results achieved
have been shown in Table 1.

As can be seen from Table 1, the content-and-
structure kernels, achieve higher values of precision
and recall than that obtained using the ‘Cosine Bag-of-
words’ kernel (i.e. using cosine similarity measure on
tf-idf vector representations constructed using the entire
XML document as an unstructured bag-of-words). This
shows that measuring the structure similarity and the
content similarity individually and then combining the
two to define a composite similarity measure can pro-
duce better classification of semi-structured XML doc-
uments (than considering the structure information as
part of the contents as in the unstructured bag-of-words
model), and our approach using SVMs and kernel meth-
ods can utilize this property.

The proposed classification technique using compos-
ite kernels achieves significantly improved results as
compared with other approaches reported in the XML
Document Mining Challenge [2]. As given in the Re-
sults page of this challenge, a supervised learning ap-
proach on structure and content using Graph Neural
Networks has been reported to achieve a micro F1 value
of 0.721 and a macro F1 value of 0.714, compared to
which the approaches proposed in this paper achieve
substantially better results.

3.1 Choice of Kernel Combination Weights

As mentioned earlier, a linear combination of the
content and structure kernels was used to generate the
composite kernel. The effect of varying the relative
weight of these kernels is shown in Fig. 1 for the INEX
1.3 corpus. It is observed that the highest value of F-
measures is obtained when the relative weight for the
content kernel is in the range

�� -/. � �� -/0
(i.e. the weight

of the structure kernel is in the range
� � 1�0 � �� 1�2

).
The relative weight for the content kernel obtained us-
ing the entropy-based heuristic on the INEX 1.3 corpus
is

� � -�.43
. This value can be seen to be in close agree-

ment with the experimental results. Thus the heuristic
is effective for content-structure based classification of
XML documents.

4 Conclusion

The problem of content-structure based classifica-
tion of XML documents has two dimensions - (i) choice
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Table 1. Results of single-label classification on INEX 1.3 corpus using the proposed classifi-
cation technique and other techniques for comparison.

SVM kernel used Precision Recall F1
Micro Macro Micro Macro Micro Macro

Structure only kernels
Cosine TPath 0.597 0.629 0.584 0.516 0.562 0.532
Boolean TPath 0.567 0.578 0.568 0.499 0.543 0.512

Using SVM on unstructured bag-of-words model of documents
Cosine Bag-of-words 0.832 0.819 0.821 0.752 0.819 0.774

Composite Structure-Content kernels
Cosine TPath & Cosine Text 0.862 0.886 0.857 0.842 0.857 0.861
Boolean TPath & Cosine Text 0.867 0.891 0.862 0.846 0.861 0.864

Other structure-content classification approaches submitted to
the XML Document Mining Challenge [2]

Unsupervised: Contextual Self-Organizing Map for Structures 0.135 0.085
Supervised: Graph Neural Network 0.721 0.714
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Figure 1. Variation of F1 measure of
content-structure classification with �

(the relative weight for the content simi-
larity), composite similarity = a � content
similarity + (1 - a) � structure similarity

of structure and content similarity measures or repre-
sentation/ indexing schemes, and (ii) combination of
these measures for retrieval/ classification. In this pa-
per, we have used simple low-cost kernels which indi-
vidually measure the structure and content similarities
respectively. A linear combination of these kernels is
used to generate a composite kernel finally used along
with SVM for content-structure based classification. A
corpus-driven entropy based technique was used to de-
termine the relative weights in the linear combination.
The values predicted by this technique was experimen-
tally observed to be close to the values corresponding to
the best classification performance.

Classification experiments performed on the INEX
1.3 XML corpus, demonstrate that the proposed classi-

fication technique achieves significantly better perfor-
mance as compared to complex and time consuming
approaches. In the future, we plan to further study al-
gorithms for learning the optimal combination weights.
One approach for this may be to use hyperkernels.
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