
Designing of an E�cient Classi�er using Hierarchical Reinforcement
Learning

Moumita Saha1, Jaya Sil1, Nandita Sengupta2

Computer Science And Technology, Bengal Engineering And Science University, Shibpur, West Bengal, India1

Information Technology Program, University College of Bahrain,P.O. Box 55040, Manama, Kingdom of

Bahrain2

Abstract

Large dimensional real life dataset often consists of
vague and redundant information, creating di�culty
in building an e�cient classi�er. In the early part of
this work, fuzzy-rough set and genetic algorithm (GA)
were applied on continuous domain to select impor-
tant features su�cient to classify the dataset, called
reducts. The aim of the paper is to generate fuzzy rule
set with optimum variation in the range of linguistic la-
bels representing antecedent of the rules. Hierarchical
Q-Learning method consisting of two levels, are applied
to achieve the goal. In the �rst level of learning, opti-
mized variation is achieved with respect to each reduct
and in the second level, learning is applied to opti-
mize the variation with respect to each attribute of the
reduct. The performance of the classi�ers are evaluated
before and after learning, demonstrating improvement
in classi�cation accuracy by imparting training.
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1 Introduction

Data analysis is an important area of research, needs
attention of computer scientists in order to extract
knowledge by e�cient handling of the large, inexact
dataset. In continuous domain, selection of minimal
feature set and their values in optimized intervals
play signi�cant role in in improving classi�cation
accuracy. Authors in [1] proposed fuzzy Q-learning
optimization technique for tra�c load balancing in
GSM Edge Radio Access Network. In this paper,
simulation results proved that application of fuzzy
Q-learning optimization in load balancing reduces
the call block considerably. In [2], fuzzy Q-learning
controller is used to adapt SHO parameters to varying
network situations such as tra�c �uctuation. Com-
bination of fuzzy logic and reinforcement learning
simpli�es dynamic optimization of fuzzy logic rules
which yields better online SHO parameterization of
each base station in the network. Fei Liu et. al.

proposed [3] combination of reinforcement mutation
and genetic algorithm, RMGA for solving Traveling
Salesman Problem (TSP). They have established with
experimental results that RMGA produces optimum
timing of each tour of TSP for any size of problem.
Mechanism of combining of genetic algorithm and
reinforcement learning for optimization problem has
been addressed in [4]. More knowledge through
learning of the environment is provided to genetic
algorithm, applied on TSP.
Q learning is a widely used reinforcement learning
technique [5]-[12], suitable for online applications.
The learning algorithm executes best possible action
in a particular state to reach to the goal state,
assigned by the agent(s). However, the �at structure
reinforcement learning (Q-Learning) su�ers from
computational complexity with increase of number of
state variables in the problem domain. Hierarchical
reinforcement learning is designed to deal with such
problem. The whole problem is subdivided into hier-
archical level so that curse of dimensionality can be
avoided. Order of execution of such subtasks depend
on the requirement of the system. Reward of each
subtask in any of the hierarchical level contributes to
the total reward of learning. Termination condition
of each subtask form the goal of learning. There
are many advantages in hierarchical reinforcement
learning. First, as number of variables is reduced in
each hierarchical level, learning can be faster as few
trials are needed. Secondly, learning for any subtask,
in any level of hierarchy can be reused in any other
problem. Hierarchical reinforcement learning is based
on Semi Markov Decision Process (SMDP ) which is
an extension of Markov Decision Process.
In our earlier work [13], fuzzy-rough set concept was
applied to avoid discretization of data, resulting no
information loss. GA was applied on the continuous
dataset to reduce dimensionality of data and selecting
important features, called reducts [14]-[21]. To classify
the data, fuzzy rule set is derived where range of
linguistic levels representating the antedecents of
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rules are initialized by analyzing the dataset. Then,
di�erent variation to the range of the linguistic
levels is enforced by evaluating standard deviation of
the dataset using statistical methods. Hierarchical
Q-Learning algorithm has been applied in the paper
to obtain optimized variation in the range of linguistic
levels of the rules both in the reduct and in the
individual attribute levels. The performance of the
classi�ers are evaluated before and after learning,
demonstrating improvement in classi�cation accuracy
by imparting training.

The paper is organized within �ve sections, where
Section 2 explains preparation of input data, Section 3
describes proposed hierarchical Q-Learning algorithm,
Section 4 discusses the experimental results and �nally
Section 5 presents conclusion of the work.

2 Data Preparation

Data preparation compromises of two major steps.
First, initial assignment of range of values for the lin-
guistic levels and secondly evaluation of the variation
for applying as input to the hierarchical Q -Learning.

2.1 Initial assignment of Range

• The training dataset is rearranged according to
their class-labels.

• For each attribute and each class-labels the min-
imum and maximum attribute values are noted.

• A linguistic level is assigned for each range be-
tween the minimum and maximum attribute val-
ues of every attribute.

2.2 Preparation of Variation

The following steps are adopted in order to evaluate
the variation for selecting the range of fuzzy variables
present in the rule set and used as dimension in Q-
Matrix.

• First the standard deviation (sd_total) of the to-
tal dataset and the same for each of the condi-
tional attributes (sd_attri) are calculated.

• Now as there are n number of conditional
attributes, mean of the standard deviation
(sd_attr) of each attribute is calculated.

• The deviation (dev) between sd_total and
sd_attr is evaluated.

• The sd_attr is considered as the starting varia-
tion, and the other variations are obtained using
equation (1).

vari+1 = sdattr + (i ∗ dev) (1)

where i=1,2,...n.

3 Optimization of Range

The main aim of this work is to evaluate an optimal
range for each linguistic levels of the attributes, in or-
der to build a rule-base classi�er that maximises the
accuracy of classi�cation.

3.1 Hierarchical Q Learning Algorithm

In the paper, the proposed Hierarchical Q learning al-
gorithm has been applied to Wine dataset to improve
the accuracy of classi�cation, where the number of class
labels are three. Two levels in Hierarchical Q Learning
are denoted by level_1 and level_2 and executed to
attain the goal.

3.1.1 Developing Reward Matrix

In the proposed Q-learning algorithm, the Reward
matrix is developed in two phases- (i) Initial Reward
Matrix and (ii) Final Reward Matrix. In level_1,
each variation is mapped as row (i.e. the state) and
each reduct as column (i.e. the action). Classi�cation
rules are derived for individual reducts and accuracy
corresponding to each reduct is calculated using the
rule based classi�er. Accuracy is thresholded to frame
the Initial Reward matrix with three discrete values
[-1, 0, 1], representing di�erent kind of actions, as
de�ned in equation (2). Next the result of level_1
is utilised to frame initial reward matrix of level_2
of the Hierarchical Q Learning. In level_2, the
optimised variation to each reduct ( as calculated
from the previous level) is considered as states and
the attributes as actions. The initial reward matrix is
evaluated in same way as in level_1.

rij = -1 if Accuracy(Redi) < 65% or if attribute j /∈ Redi
= 0 if 65% < Accuracy(Redi) < 75% (2)
= 1 if 75% < Accuracy(Redi) < 100%

The structure of Initial Reward matrix (R) is
shown below.

R =


1 −1 −1 ...... 1
−1 0 0 ...... 0
... ... ... .... ...
1 1 1 ...... 1


Algorithm Initial Reward Matrix (R)

Repeat
Step 1: The initial Reward Matrix R(n X m)

consisting of elements
initial- rij = -1 /0 /1 .

m represents the variation while n represents
reduct in level_1 and m represents the variation
along with reduct while n represents
attributes in level_2

Step 2: Generate reduct set, say Redi where i=1..q
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(number of reduct). Find redb where
Accuracy (redb)=maximum(Accuracy (red1),

Accuracy (red2)
.....Accuracy(redq)).

Step 3: The values of the matrix is assigned using equation (2)

Initial Reward Matrix for level_1, R



Red1 Red2 Red3 Red4 Red5 Red6
St0− V ar0 −1 −1 −1 −1 −1 −1
St1− V ar1 −1 −1 0 0 −1 −1
St2− V ar2 −1 0 0 0 −1 −1
St3− V ar3 −1 −1 1 1 −1 −1
St4− V ar4 −1 1 1 1 −1 −1


From R, the Final Reward matrix (RF ) is obtained

by eliminating the columns, having −1 in all rows. Di-
mension of RF matrix is now determined, which is less
compared to R.
Algorithm Final Reward Matrix (RF )

Input : Initial Reward Matrix R(n × m)
Output: Final Reward Matrix RF(n × p)
where p <= m.

Step 1: For each m, ascertain wheather all rij are −1.
a = 0 ;

Begin for ( j= 1 to m )
Counter = 0 ;
Begin for ( i=1 to n)

if ( rij == -1 )
Counter++ ;

End for

if ( counter == number-of-cuts )
Set Deleted-column[a++] = j ;

End for

Step 2: Remove the selected c ∈ Deleted-column[ ]
having all rij as −1.

p = 0;
Begin for ( j= 1 to m )

�ag = 0 ;
Begin for ( k= 1 to a )

Check if ( i== Deleted-column[k] )
Set �ag = 1 ;

End for

if ( �ag== 0 )
Begin for ( i= 1 to n )

rip = rij ;
End for
p + =1;

End for

Step 3: Replace the element −1 with -1.

Begin for ( i = 1 to n )
Begin for ( j = 1 to p )

checkif ( rip == −1 )
rip = -1 ;

End for
End for.

Final Reward Matrix for level − 1, RF



Red2 Red3 Red4
St0− V ar0 −1 −1 −1
St1− V ar1 −1 0 0
St2− V ar2 0 0 0
St3− V ar3 −1 1 1
St4− V ar4 1 1 1


3.1.2 Modi�ed Q-Learning Algorithm

From the Final Reward matrix, Q-matrix has been
developed. Start state of Q-matrix corresponds to
a particular range of linguistic label and the goal
state is de�ned as the state at which maximum
accuracy is achieved. At goal state, optimal range
of values to linguistic labels are obtained. All rows
excluding the last row (goal state) of the Q matrix
comprising of all zeroes. The last row corresponds to
the goal state consists all ones representing maximum
classi�cation accuracy. Learning procedure consisting
of several episodes and continues till all the elements
in the modi�ed Q matrix become greater than ′0′

representing accuracy.

BEGIN

Input : Final Reward Matrix RF ( n × p ).

Step 1: Initialize all the elements of the Q-Matrix,
QM ( n × p ) to zero.

Step 2: Assign values to the n− th state (i.e. Goal
State) of the QM .

For ( j = 1 to p )
QM [ n ] [ j ] = RF [ n ] [ j ] ;
End

Step 3: Derive a sparse matrix SM ( r × 3 ) from
RF ( n × p ) which keeps track of i
(where i=1,2,.......n), j (where j=1,2,.........p)
and assign 0 / 1 in correspondence to rij of RF.

Step 4: Noting down the i (where i=1,..n)
having no action.

no-action-size = 0 ;
Begin for ( i = 1 to n )
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Flag2 = 0 ;
Begin for ( j = 1 to p )

if( RF [ i ] [ j ] ≥ 0 )
Flag2 = 1 ;

End for
if ( Flag2 == 0 )
no-action [ no-action-size ++ ] = i ;

End for

Step 5: Initialize the Flag[ ] to 0.

Step 6: Starting running the episodes.

Begin do while
Count = 0;
/*Starting operation from i=0 (i.e. start state) and
continuing operation until i=n (i.e. Goal State)
is attained */

Begin while ( SM [ count ] [ 0 ] ! = ( n-1 ))
State = SM [ count ] [ 0 ] ;
Begin if ( ( SM [ count ] [ 2 ] == 0 )and

( Flag [state ] == 0 ))
action-number
= SM [ count ] [ 1 ] ;

Calculate MAX [ QM ( next-state , all-actions )]

Update the Q−Matrix
QM [ state ][ action-number ]

=( RF [ state ][ action-number ]
+ ( g * Max ));

Update sparse matrix SM ( r × 3 )

Reinitialise the Flag[ ] array to 0.

/* Checking wheather all values of QM [ ][ ]
has been updated */

Flag-end = 0 ;
Begin for ( k = 1 to a )

if( SM [ k ] [ 2 ] == 0 )
Flag-end = 1 ;

End for

End do while ( Flag-end == 1 ) ;

Step 7: Output the Q-Matrix, QM ( n × p ) .

END
Finally the Q matrix is formed where for each j, the
highest qij value is marked representing i is the opti-
mum variation value for reduct Redj . Initial Q matrix
(QM), Final Q matrix (Qfinal) and Q matrix (QM)
are shown below.

Initial Q matrix for level_1, QM

Q =



Red2 Red3 Red4
St0− V ar0 0 0 0
St1− V ar1 0 0 0
St2− V ar2 0 0 0
St3− V ar3 0 0 0
St4− V ar4 1 1 1


Final Q matrix for level_1, Qfinal

Qfinal =



Red2 Red3 Red4
St0− V ar0 1 0.8 1
St1− V ar1 1.64 1 1.44
St2− V ar2 0.8 1.8 1.64
St3− V ar3 1.44 1.8 1.8
St4− V ar4 1 1 1


After evaluating the Q-Matrix, the result i.e. the

optimised range of values of linguistic labels is utilized
to design the fuzzy rule set. Finally, a rule-base clas-
si�er is built and evaluated using the test dataset to
measure the performance of the classi�er.

4 Experimental Results

In the paper, the proposed Hierarchical Q-Learning is
applied on the Wine dataset with 13 attributes. Using
our earlier work [13], the reduct set is evaluated, shown
in table 1.

Table 1: Reduct Set with Attributes
Reduct Attributes
Red1 6, 11, 12
Red2 6, 10, 11, 12
Red3 4, 5, 6, 12
Red4 2, 6, 10, 12
Red5 5, 6, 10, 11, 12
Red6 4, 6, 10, 11, 12
Red7 1, 5, 6, 11, 12
Red8 5, 6, 9, 10, 11, 12

Then the variation is claculated using equation (1),
shown in table 2.

Table 2: Variation And Its Value
Variation Values
Var0 0.00000
Var1 0.20610
Var2 0.22830
Var3 0.25041
Var4 0.27252
Var5 0.29463
Var6 0.31674
Var7 0.33885
Var8 0.36096

In level_1 of Hierarchical Q- learning, we have opti-
mised the variation applied to each of the reducts. The
initial reward matrix and �nal Q matrix are shown in
table 3, table 4 respectively.
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Table 3: Initial Reward Matrix in level_1
Reducts (Redi)

Variation Red1 Red2 Red3 Red4 Red5 Red6 Red7 Red8
Var0 +1 +1 0 +1 +1 0 +1 0
Var1 +1 +1 +1 +1 +1 +1 0 0
Var2 +1 +1 +1 +1 +1 +1 0 0
Var3 +1 0 +1 -1 0 0 0 0
Var4 +1 0 +1 -1 0 0 0 0
Var5 +1 0 +1 -1 0 0 0 0
Var6 +1 0 +1 -1 0 0 0 0
Var7 +1 0 +1 -1 0 0 0 0
Var8 +1 +1 +1 0 +1 +1 0 0

The �nal Reward Matrix is same as the Initial Re-
ward Matrix, since there is no column consisting of all
-1's in the corresponding rows.

Table 4: Final Q-Matrix in level_1
Reducts (Redi)

Variation Red1 Red2 Red3 Red4 Red5 Red6 Red7 Red8
Var0 1.0 1.8 1.44 2.952 2.952 2.361 3.3616 2.3616
Var1 1.0 1.8 2.44 2.44 2.952 2.952 1.952 1.952
Var2 1.0 1.8 1.8 2.44 2.44 2.44 1.44 1.44
Var3 1.0 0.8 1.8 0.0 1.44 1.44 1.44 1.44
Var4 1.0 0.8 1.8 0.0 1.7216 1.7216 1.7216 1.7216
Var5 1.0 0.8 2.152 0.0 1.952 1.952 1.952 1.952
Var6 1.0 1.44 2.44 0.0 1.44 1.44 1.44 1.44
Var7 1.8 0.8 1.8 0.0 0.8 0.8 0.8 0.8
Var8 1.0 1.0 1.0 0.0 1.0 1.0 0.0 0.0

Now maximising the goal of each row of Final Q-
Matrix, we get the variation, applied to each of the
reduct , shown in table 5 which has been utilised to
proceed to level_2.

Table 5: Optimal Variation For Reduct
Variation Reduct
Var0 Red7
Var1 Red5
Var2 Red4
Var3 Red3
Var4 Red3
Var5 Red3
Var6 Red3
Var7 Red1
Var8 Red6

Level_2 optimises the variation, applied to each
of the attributes. The variations along with the
best reduct (found in level_1) are considered as the
states and the attributes on which variations are to
be applied as the actions. The evaluation result of
initial reward matrix, final reward matrix and
final Q matrix are shown in table 6, table 7 and table
8 respectively.

Table 6: Initial Reward Matrix in level_2
Attribute Numbers (Attri)

Reduct With Variation Attr0 Attr1 Attr2 Attr3 Attr4 Attr5 Attr6 Attr7 Attr8 Attr9 Attr10 Attr11 Attr12
Var0-Red7 -1 +1 -1 -1 -1 +1 +1 -1 -1 -1 -1 +1 +1
Var1-Red5 -1 -1 -1 -1 -1 +1 +1 -1 -1 -1 +1 +1 +1
Var2-Red4 -1 -1 +1 -1 -1 -1 +1 -1 -1 -1 +1 -1 +1
Var3-Red3 -1 -1 -1 -1 +1 +1 +1 -1 -1 -1 -1 -1 +1
Var4-Red3 -1 -1 -1 -1 +1 +1 +1 -1 -1 -1 -1 -1 +1
Var5-Red3 -1 -1 -1 -1 +1 +1 +1 -1 -1 -1 -1 -1 +1
Var6-Red3 -1 -1 -1 -1 +1 +1 +1 -1 -1 -1 -1 -1 +1
Var7-Red1 -1 -1 -1 -1 -1 -1 +1 -1 -1 -1 -1 +1 +1
Var8-Red6 -1 -1 -1 -1 +1 -1 +1 -1 -1 -1 +1 +1 +1

Now, the Final Reward Matrix is formed as shown
in table 7, by eliminating the column from table 6
which have all its elements as -1.

Table 7: Final Reward Matrix in level_2
Attribute Numbers (Attri)

Reduct With Variation Attr1 Attr2 Attr4 Attr5 Attr6 Attr10 Attr11 Attr12
Var0-Red7 +1 -1 -1 +1 +1 -1 +1 +1
Var1-Red5 -1 -1 -1 +1 +1 +1 +1 +1
Var2-Red4 -1 +1 -1 -1 +1 +1 -1 +1
Var3-Red3 -1 -1 +1 +1 +1 -1 -1 +1
Var4-Red3 -1 -1 +1 +1 +1 -1 -1 +1
Var5-Red3 -1 -1 +1 +1 +1 -1 -1 +1
Var6-Red3 -1 -1 +1 +1 +1 -1 -1 +1
Var7-Red1 -1 -1 -1 -1 +1 -1 +1 +1
Var8-Red6 -1 -1 +1 -1 +1 +1 +1 +1

Table 8: Final Q-Matrix For level_2
Attribute Numbers (Attri)

Reduct With Variation Attr1 Attr2 Attr4 Attr5 Attr6 Attr10 Attr11 Attr12
Var0-Red7 1.0 0.0 0.0 1.8 2.44 0.0 2.952 3.361
Var1-Red5 0.0 0.0 0.0 1.0 1.8 2.44 2.952 3.361
Var2-Red4 0.0 1.0 0.0 0.0 1.8 2.44 0.0 2.952
Var3-Red3 0.0 0.0 1.0 1.8 2.44 0.0 0.0 2.952
Var4-Red3 0.0 0.0 1.0 1.8 2.44 0.0 0.0 3.361
Var5-Red3 0.0 0.0 1.0 1.8 2.95 0.0 0.0 2.952
Var6-Red3 0.0 0.0 1.0 2.44 2.44 0.0 0.0 2.44
Var7-Red1 0.0 0.0 0.0 0.0 1.8 0.0 1.8 1.8
Var8-Red6 -1.0 -1.0 1.0 -1.0 1.0 1.0 1.0 1.0

Now maximising the goal of each column of the Fi-
nal Q-Matrix, the variation are obtained for each of the
attribute in order to improve the accuracy of classi�-
cation , shown in table 9 .
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Table 9: Optimal Variation For Attributes
Attributes Variation
Attr0 -
Attr1 Var0
Attr2 Var2
Attr3 -
Attr4 Var3/ Var4/ Var6/ Var8
Attr5 Var6
Attr6 Var5
Attr7 -
Attr8 -
Attr9 -
Attr10 Var1
Attr11 Var0
Attr12 Var4

A comparative study of classi�cation accuracy be-
fore learning and after learning with no-variation and
the optimised range of variation to the linguistic labels
of each attributes are evaluated, showing improvement
in performance, given in table 10.

Table 10: Comparison Of Accuracy with No-Variation
And Optimal-Variation

Reduct Accuracy (No-Variation)% Accuracy (Optimal-Variation)%
Red1 81.63 81.21
Red2 78.50 79.50
Red3 70.50 79.50
Red4 78.00 75.00
Red5 77.50 79.50
Red6 74.50 79.00
Red7 76.50 75.50
Red8 74.00 74.00

5 Conclusion

In this paper, concept of Hierarchical Q Learning has
been highlighted and a modi�ed Q Learning Algorithm
is applied in two levels. The proposed method opti-
mises the range of values of linguistic labels of each
attribute. It also focuses on building of an e�cient
classi�er that is suitable for dynamic rule-base, with
optimised value range of each attribute. It is also ascer-
tained that accuracy of classi�cation after optimising
the linguistic labels either improves or is compatible.
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