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Quiz I (31 August 2023)

Answer All Questions
Marks: 5 × 2 = 10

1. Consider the following DFA and characterize the equivalence classes over
{0, 1}∗ induced by its states (right congruence equivalence relation).
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Ans. x 6= ε are treated as binary numeral.

(a) State 0: {ε}.

(b) State 1: {x : x ≡ 0(mod3)}.

(c) State 2: {x : x ≡ 1(mod3)}.

(d) State 3: {x : x ≡ 2(mod3)}.

2. f, g : N → N, f(n) = O(n2) and g(n) = O(n). What is tight upper-bound
of g ◦ f (g composition f)?

Ans. O(n2).

3. Let PNfin be the collection of finite subsets of N = {0, 1, 2, · · · }. We

define f : PNfin → N as f({a1, · · · , ak}) =
∑k

i=1
2ai .

What type of mapping is this (one-one, onto, both)? What can you con-
clude about the size of PNfin?
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Ans. The mapping is one-one through the binary representation of the
elements of N. The size of PNfin is countably infinite as there is an
one-one map g : N → PNfin, g(n) = {n}.

4. Let L = {< M,x >: M is a DFA and M rejects x}. Is L a decidable
language?

Ans. Let N be a DTM with 3-tapes. The input tape is read-only and
there are two work tapes.
N checks whether < M > is a valid description of a DFA. If it is not, it
may simply halts with ‘N ’.
If < M > is a valid description, N copies x on the 2nd tape and the
start state of the DFA to the 3rd tape. The 3rd tape always contains the
current state of the DFA.
The DTM (i) reads the current state and current symbol from tape 3 and
2,
(ii) consults the transition table of the machine M from the 1st tape,
(iii) writes the next state on the 3rd tape, moves the head on input.
When the input is ‘⊔’, N halts with ‘Y ’ if state on tape 3 is non-final (of
DFA M), otherwise it halts with ‘N ’.

5. Let L1 and L2 be two recursively enumerable (Turing recognizable) lan-
guages recognized by DTM M1 and M2 respectively. Two DTM M∪ and
M∩ are designed using M1 and M2, to recognized L1 ∪ L2 and L1 ∩ L2

respectively.
Which one of M∪ and M∩ should simulate M1 and M2 in parallel on two
copies of the input? Justify your answer.

Ans. The DTM M∪ should simulate M1 and M2 in parallel. Let the
input to M∪ be x and it first simulates M1 on x. If x 6∈ L1, the simulation
may not terminate. But x may belong to L2.
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