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Objectives

• Random Bit Generation
• Pseudorandom Bit Generation
• Statistical Tests
• Crypto-Pseudorandom bit  

Generation
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Usefulness in Cryptography

• Enormous
• Key stream in One Time Pads
• Secret key in block ciphers
• primes p, q in the RSA algorithm
• private key in Digital Signature Algorithms

– all these quantities must be chosen from a 
large space

– probability of a particular value being selected 
should be small to avoid optimized search 

Random Bit Generator
• It is a device which outputs a sequence of 

statistically independent and unbiased bits.
• A random integer in the range [0,n] can be 

obtained by generating a random bit sequence of 
length ceil(log n)+1, and converting into an 
integer

• Ideally true random number generators should be 
used.

• But they are costly and inefficient
• The problem can be solved by substituting 

random bit generators with pseudorandom 
generators.
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Pseudorandom bit generators

• It is a deterministic algorithm which 
given a truly random binary 
sequence of length k, outputs a 
binary sequence of length l>>k, 
which appears to be random. 
– input to the PRBG is called seed
– output is called the PRB sequence.

Random Tests
• A linear congruential generator produces 

a PR sequence of numbers x1, x2, …
according to the linear recurrence:

xn=axn-1 + b mod m, n≥1
This generator passes statistical tests 
(tests built on the properties of random 
sequences)
But given a partial sequence, they are 
predictable, even if a, b and m are 
unknown: like the LFSR
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Polynomial Statistical Tests

• A PRBG is said to pass all 
polynomial time statistical tests if:
– no polynomial time algorithm can 

correctly distinguish between
• an output sequence of the generator
• a truly random sequence of the same length 

with probability significant greater 
than ½. 

Next Bit Test

• A PRBG is said to pass the next bit 
test if there is no polynomial time 
algorithm which on input of the first l
bits of the sequence s can predict 
the (l+1)st bit of s with probability 
significantly greater than ½.
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Universality of the next bit test

• A PRBG passes the next bit test if 
and only if it passes all polynomial 
time statistical tests.
– A PRBG that passes the next bit test, 

possibly under some possibly unproven 
but well known mathematical 
assumptions is called Cryptographically 
Secure PRBG.

Random Bit Generators

• Hardware:
– elapsed time between emission of 

particles during radioactive decay
– thermal noise from a resistor
– sounds from a microphone 
– gate delays in circuits
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Random Bit Generators

• Software:
– system clock
– elapsed time between keystrokes or 

mouse movements
– user input
– system load in computers 
– network statistics

De-skewing

• A natural source of random bits is 
often defective
– output bits are biased (probability of a 1 

or 0 is not ½)
– correlated (the probability of a source 

emitting 1 depends on the previous bit)
• De-skewing techniques are employed 

to generate a truly random sequence. 
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Example
• Suppose a generator produces 

uncorrelated but biased bits
– probability of 1 is p
– probability of 0 is 1-p

• p is unknown but fixed
– Group the output sequence into pairs of bits
– Replace output pairs 01 with 0
– Replace output pairs 10 with 1
– Discard the remaining possible pairs

• This makes the sequence unbiased and 
also uncorrelated.

A FIPS Pseudorandom bit 
generation

• Input: a random, secret 64 bit seed, s, 
integer m, 3-DES key k

• Output: m pseudorandom 64 bit strings, 
x1,…, xm

• Compute the intermediate value I=Ek(D), 
where D is the date/time 

• For i from 1 to m,
– xi=Ek(s ^ I)
– s=Ek(xi ^ I)

• Return (x1,…,xm) 
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Five Basic Tests

• Let s=s0, s1, …, sm be a binary 
sequence

• Statistical tests to determine whether 
the binary sequence possesses 
specific characteristics that a truly 
random sequence is likely to have.

Frequency Test

• Also called monobit test
• Determines whether the number of 

0’s and 1’s are approximately same.
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Serial Tests

• To determine whether the number of 
occurrences of 00, 01, 10, 11 as 
subsequences of s are approximately 
the same as that in a random 
sequence.

Poker Test

• Let m be a positive integer.
• Divide the sequence s into k non-

overlapping parts each of length m.
• The Poker test determines whether 

the number of times of occurrence of 
each possible 2m subsequence is the 
same as that in a random sequence.
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Runs Test
• A run of s is a subsequence of s 

consisting of consecutive 0s or 1s, which 
is neither preceded nor succeeded by the 
same symbol. 

• A run of 0 is called a gap.
• A run of 1 is called a block.
• A runs test determines whether the 

number of runs of various lengths in the 
sequence s is as expected for a random 
sequence.

Autocorrelation Test

• The test checks for correlation 
between the sequence s and (non-
cyclic) shifted versions of it.
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The Normal Distribution
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v=5, α=0.025
xα=12.8325

=>Pr[x> xα]= α
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Hypothesis Testing
• Hypothesis: It is an assertion about a distribution 

of one or more random variables.
• Testing of hypothesis is involved with probability.

– Type I error: good samples are rejected.
– Type II error: bad samples are accepted.

• The significance level α is thus very important.
– it is the probability of rejecting a hypothesis when it is 

good.
– when it is high we have more Type I error
– when it is low we have more Type II error

Randomness Testing

• Statistic: A function of the elements of a 
random sample, for example the number 
of 0’s in a sequence.

• It is assumed that a random distribution is 
either a normal or chi-square for a  value 
of v.

• A significance level α is chosen, and a 
value of xα is fixed.

• The statistic is computed. 
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Randomness Testing

• Statistic expected to take on smaller 
values for random sequences:
– If the statistic XS>Xα reject.
– one sided test

• Statistic expected to take intermediate 
values for random sequences:
– If the statistic XS>Xα or XS<-Xα reject.
– two sided test

Tests and Statistic

• All the 5 tests have a corresponding 
statistic 
– example for Frequency Test:

X=(n0-n1)2/n, where n0 and n1 are 
respectively the number of 0’s and 1’s 
in a sequence of size n.
Expected value of the statistic is low for 
a  random sequence, so we engage an 
one-sided test.
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The RSA bit PRBG
• Setup: Generate two large primes p, q
• Compute N=pq and Ф=(p-1)(q-1)
• Select a random integer e, 1<e< Ф, such 

that gcd(e, Ф)=1
• Select a random integer x0 in the interval 

[1,n-1]
• For i=1 to l do

– xi=xi-1
e mod N

– zi=LSB(xi)
• The output sequence is z1, z2,…

Blum Blum Shub Generator

• Generate two large secret random and 
distinct primes p and q each congruent to 
3 mod 4. Compute N=pq.

• Select a random integer in [1,N-1] st. 
gcd(s,N)=1. Compute x0=s2 mod N.

• For i from 1 to l, do:
– xi=xi-1

2 mod N
– zi=LSB(xi)

• The output sequence is z1,…,zl.
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Points to Ponder!

• 1 round of Feistel Structure is not 
Pseudorandom.

• 2 rounds of Feistel Structure is not 
pseudorandom.

Further Reading
• A. Menezes, P. Van Oorschot, Scott 

Vanstone, “Handbook of Applied 
Cryptography” (Available online)
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Next Days Topic

• Cryptographic Hash Functions


