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ABSTRACT
Power analysis attacks (PAAs) have been found to be extremely effective

on cryptographic systems to derive the cryptographic secrets from these traces.
In this work, Binary Decision Diagram (BDD) based dual-rail logic circuit

schemes have been developed to counter power analysis attacks (PAAs). The
hallmark of our circuit schemes is that an identical number of switchings is en-
sured on each circuit path. The transistors are interconnected to create pull-up
and pull-down paths to outputs by way of binary decisions based on the input
variables, so as to realise the required Boolean function. This principle of oper-
ation has directly permitted the use of BDD based logic synthesis to design the
required pull-up and pull-down networks of transistors. The operation of these
circuit schemes feature novel pre-charge generation, voltage scaling with leak-
age power minimization and early propagation effect resistance mechanism.
In particular, we have developed and explored top pre-charging, top-bottom
pre-charging, bottom pre-charging and symmetric NMOS bottom pre-charging
logics. A simple synthesis algorithm for mapping a given Boolean functions
to such BDD based circuits is also presented.

Extensive experimentation has been carried out to establish resistance of
our circuits to PAAs. Objective of the experimentation is two fold, to demon-
strate resistance to power attacks and to highlight the low power characteris-
tics. Towards the first objective, differential power attacks such as, difference
of mean (DoM) and correlation power attack (CPA) have been carried out.
Resilience to the the early propagation effect (EPE) is also demonstrated. Six
2-input basic cell and two 4×4 S-boxes are used for experimental benchmark.
Experimental results on circuits with bottom pre-charge logic demonstrate a
significant reduction by 99.68% and 88.55% in peak power variance (PPV)
over two chosen competing designs, for the basic cell. The reduction in PPV
is recorded to be greater than 99.9% for the S-box implementations for both
those design. A reduction of about 30% to 67% in both average power and
average current consumption is observed while comparing with the chosen
techniques. Experimental results on circuits with various other features such
as top pre-charge and top-bottom pre-charge also demonstrate a large reduc-
tions in PPV. Significant reduction for average power and average current for
both the pre-charge logics is also achieved. Circuits using top-pre charging
required less transistors and demonstrated lower PPV in comparison with oth-
ers. Symmetric NMOS bottom pre-charge logic was more resilient to EPE
due to its symmetric nature. Bottom pre-charge and symmetric NMOS bot-
tom pre-charge logic were also effective in avoiding timing attacks along with
top-bottom pre-charge logic.

Keywords: Side channel attack; Power analysis attack; Binary Decision
Diagram; Early propagation effect; Voltage scaling; Pre-charge logic;
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Chapter 1

Introduction

Digital communications have become a major part of modern day life. With increase

in reliance on the information transmitted through the web and other communication

media, it has become a major challenge to keep those information safe and resist

unauthorized accesses. A sensitive component of such transactions involve electronic

banking ranging from internet banking to the use of smart debit/credit cards. We often

talk of speed on the internet access, another significantly more important concern is

that of security of information that is sent across the internet or between electronic

devices. Smart cards include electronic circuits that authenticate the identity of the

card holder. While data going through the internet is protected by encryption, there

are several, relatively new and counter initiative, issues regarding the secure use of

smart cards. The work done in this thesis is directly applicable to the vulnerability of

such transactions done using smart cards.

Modern cryptography has the four objective: confidentiality, integrity, non-repudiation

and authentication [5].

• Confidentiality: information can be only understood by intended persons

• Integrity: information should be unaltered

• Non-repudiation: sender of the information cannot deny at a later stage his or

her intentions in the creation or transmission of the information

1
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• Authentication: sender or receiver have to confirm their identity on time of

sending and receiving the data

A cryptographic algorithm is a complex mathematical function that uses a secret

key to encrypt information and without the knowledge of the required secret key, de-

crypting this information would be infeasible. During the past years, there has been a

lot of research on cryptography and as a result there are several algorithms that provide

data security and authenticity, such as RSA [37], ECC [23, 29], AES [31], DES [18],

and DSA [32].

Cryptographic systems involve complex mathematical functions to make it diffi-

cult for intruders to discover the systems’ secret keys. However, conventional hard-

ware proves to be inadequate to process these functions. To overcome this issue,

dedicated cryptographic hardware is used and still evolving. While these devices aim

to achieve both security and efficiency, operational behaviour and corresponding data

being handled by these hardware can be deciphered by intruders at the time of their

execution by statistically analyzing their various properties like power, execution time,

electromagnetic leaks, sound, etc. This phenomenon of acquiring sensitive data by ex-

ploiting the information gained from the physical implementation of a cryptographic

system is called side channel attack.

The information available to the attacker is a set of public transactional messages

processed by the cryptographic device and the corresponding running time, power

dissipation, etc. and his goal is to recover the secret parameters being used inside the

device using the available information. Different forms of side channel attacks are as

follows:

• Timing attacks: attacks based on measuring how much time is taken to perform

various computations [19, 24].

• Power monitoring attacks: attacks which make use of the varying power con-

sumption by the hardware during computation [26, 30].

• Electromagnetic attacks: attacks based on leaked electromagnetic radiation which

can directly provide information [1, 21].

• Acoustic cryptanalysis: attacks which exploit sound produced during computa-

tions [49].
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• Differential fault analysis: in which secrets are discovered by introducing faults

in a computation [8, 50].

• Data remanence: in which sensitive data are read after supposedly having been

deleted [38].

A comprehensive study of side channel attacks can be found in [26, 30]. Among

the various physical properties, the power consumption model is predominantly used

to identify the secret keys because power traces are easily available. In general, the

hardware synthesis flow attempts to optimize area, average power consumption and

propagation delay. However in those flows security is mostly neglected.

Power dissipation of a circuit is proportional to its switching activity which, in

turn, depends on the data that is being handled. The data dependent power consump-

tion can be exploited to leak away the secret information, specifically, distribution of

0’s and 1’s. This is explained by means of table 1.1 which shows the signal transitions

of single rail static circuit. Let P1 and P2 be the powers consumed during the tran-

sitions 1→0 and 0→1, respectively. The amount of power consumed for these two

transitions being different (i.e., P1 6= P2), the asymmetry can be exploited to mount

power analysis attacks. Depending upon how the power traces are monitored, their

analysis can be further classified.

• Simple Power Analysis (SPA): Only a single power trace is examined to extract

the secret key.

• Differential Power Analysis (DPA): It involves collecting large number of power

traces and performing statistical analysis of the power variation with respect to

changes in data values to extract the secret key.

Table 1.1: Power consumed due to switching
Transitions Power consumed

1→0 P1

0→1 P2

0→0 0

1→1 0
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There are broadly two types of countermeasures of DPA based on their level of

application: (i) algorithmic level, and (ii) cell level. Our focus is on cell level counter-

measures for DPA. A cell level approach ensures algorithmic agnostic DPA resistance

and also enables speedy completion of the encryption and the decryption processes.

Moreover, it avoids extra circuitry to the extent that is needed for implementing re-

ported algorithmic level DPA countermeasures [4, 33].

Prevalent circuit level countermeasures for DPA rely on customized transistor level

circuit designs. The concept of Dynamic Differential Logic (DDL) has been used in

Differential Cascade Voltage Switch Logic (DCVSL) [22]. However, circuit asym-

metries in the gates realized using DCVSL can cause large variations in power con-

sumption. Sense Amplifier Based Logic (SABL) [42, 45, 46], has been developed

to overcome this drawback of DCVSL. SABL uses fixed amount of charge for ev-

ery transition, even when a gate does not change its switching state. In every cycle,

a SABL gate charges a total capacitance with a constant value. The emergence of

WDDL [47] was an important development against DPA. WDDL has been found to

exhibit resistance against power attacks for deployment on ASIC, FPGA [47], and

AES coprocessor [44] fabricated on 0.18µm CMOS technology.

A digital design flow for producing secure integrated circuits using WDDL is de-

scribed in [48]. While WDDL circuits have the advantage of being realizable using

standard cells, the resulting circuits lack the optimization possible for circuits specif-

ically designed for DPA resistance. WDDL also suffers from the early propagation

effect (EPE) which is caused when input signals of a WDDL gate have different delay

times. The leakage due to EPE can be a potential source of data-dependent power

consumption that may lead to more sophisticated power analysis attacks [27].

To overcome EPE, Dual-rail Pre-charge circuit with Binary Decision Diagram

(DP-BDD) architecture was proposed in [3]. In a DP-BDD based circuit, it is en-

sured that the input signals always pass through the same number of AND-OR gates,

thus countering the early propagation effect. Recently, Secure Differential Multiplexer

Logic using Pass transistor (SDMLp) [35] has been used to provide DPA resistance

comparable to that of WDDL while requiring lesser area, power and current, and

having lower peak power variation. SDMLp is based on Reduced Ordered Binary

Decision Diagram (ROBDD) which is capable of representing a logic function more

succinctly (i.e., requiring lesser nodes) than normal BDD, thus saving on layout area.
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However, it is important to evaluate the effectiveness of the countermeasures.

Some techniques for systematically analysing DPA leakage have been developed in

the literature [7, 15, 16]. Constructing a power consumption model is an important

step for analysis of the effects of countermeasures. For instance, the model based

on analog characteristics of CMOS circuits [15], the model based on the Hamming

weight [16], and the simplification model of [15] based on transition of data regis-

ters [7] were proposed in 1999, 2000 and 2002, respectively.

1.1 Motivation

Reported DPA countermeasures are found not to ensure an identical number of transis-

tors switches for all possible inputs. In this work we developed a design and synthesis

scheme where the underlying transistor circuitry necessarily has the same number of

transistors on all paths from the inputs to the output. The transistors are interconnected

to create pull-up and pull-down paths to output by way of binary decisions based on

the input variables, so as to realise the required Boolean function. This principle of

operation has directly permitted the use binary decision diagram (BDD) [2, 11] based

logic synthesis to design the required pull-up and pull-down networks of transistors.

While the reduced order binary decision diagram (ROBDD) [2, 13] based synthesis

mechanism yields optimised logic functions, it does not ensure identical path lengths.

This problem is overcome through the insertion of dummy transistor for path length

equalisation.

It is well known that dual rail pre-charge logic discharges parasitic capacitance

periodically and thus enhances the power invariant characteristics of the circuit [41,

45–47]. In this work we explore the potential benefits of positioning the pre-charge

generation logic at various places in the overall circuit – an aspect that is practically

missing in the literature. In particular, we consider four pre-charge configurations and

evaluate the resulting circuit behaviour with respect to characteristics such as power,

current, delay and also evaluate the effectiveness against various power attacks.
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1.2 Problem statement

Variance in power dissipation is a key factor in determining the success or failure

of a power analysis attack. Dynamic power which is major component of the to-

tal power consumption depends on the switching activity of the transistors which, in

turn, depends on the input combinations applied to the transistors. The current flows

from the voltage-source to the ground through intermediate capacitors (but not di-

rectly) of transistor networks depending on the switching activity of transistors. Out-

puts are produced by charging or discharging the output capacitors. Existing dual-rail

complementary circuit realizations of logic functions designed for power attack resis-

tance have asymmetry in the critical paths between points through which there is flow

of charge. This asymmetry leads to different power consumption and also different

propagation delays for different input combinations – making the circuit vulnerable to

power attacks as well as timing attack, and the early propagation effect.

In this work, our objective is to identify power attack, timing attack and early

propagation effect resistant circuit structures towards achieving satisfactory attack re-

sistance with the property of identical critical path lengths of all possible switching

paths. This property also has the potential to give immunity to timing attacks unless

the excecution of the underlying algorithm itself is data dependent and opens the pos-

sibility of launching of timing attacks. Necessary pull-up and pull-down circuits are

constructed based on the Boolean function of the input variables. Therefore, BDD

based logic synthesis can be applied to design such pull-up and pull-down networks

of transistors. ROBDD based mechanism reduces the logic functions by changing the

order of the input variables. However, critical paths from parent to leaf nodes vary in

such designs. To overcome this issue, dummy nodes have been inserted as required

for path balancing.

1.3 Summary of contributions

The contribution of this work is the development of a BDD based logic synthesis

approach to counter power analysis attacks along with two different pre-charge gen-

eration logics styles. Each logic style consists of two different pre-charge generation
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schemes. The operation of this logic (for each of the pre-charge generation scheme)

has four aspects, viz.:

• Pre-charging circuitry specially designed to work with BDD based directed

acyclic graph (arising from folding the BDD tree)

• BDD based normal and complementary function realizations with identical crit-

ical path length of all possible switching paths and dual-rail complementary

functions

• Output generation with proper voltage level

• Low power techniques (voltage scaling, leakage reductions) to reduce overall

power dissipation without hampering DPA resistance

Based on our experience of designing power analysis attack (PAA) resistant circuits,

we also provide an automated synthesis process of such circuits which involves the

following steps:

• ROBDD based logic minimization with normal and complementary functions

• Insertion of dummy nodes for path balancing, pre-charge nodes for pre-charge

logic and regenerative nodes for fanout

• Partitions of larger BDD structures into smaller realisable structures without

compromising attack resistance

• Converting the resulting BDD to transistor-level Verilog

The operation of these customized designs is first described using a basic cell

supporting fourteen logic functions including AND, OR, XOR, NOT, NAND, NOR.

While any logic can be constructed using this basic cell, more optimized circuit real-

ization is possible by utilizing the ROBDD based normal and complementary function

realizations aspects of this logic synthesis approach. This is illustrated through the de-

sign of the 2-bit adder and different S-boxes [9, 40]. Experimental results have been

gathered for the basic cell, the adder and the different S-box realizations. These re-

sults have demonstrated that our logic outperforms competing methods in terms of

peak power variation, average power and average current and also repelled strong

power attacks.
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1.4 Thesis outline

The remaining thesis chapters are as follows:

Chapter 2: Preliminaries This chapter presents some preliminary concepts relevant

to the thesis which are as follows:

• Binary Decision Diagrams: This section describes BDD principles and the

basic mechanism to represent a Boolean function as a BDD or ROBDD

• ASIC design flow: This section describes basic flow of digital system de-

sign

• Pass transistor logic: This section describes pass transistor logic principles

• Power consumption of CMOS logic: This section describes how power

dissipation happen in the CMOS circuits

• Cryptographic preliminaries: This section describes basic principle of cryp-

tography

• Side channel attacks: This section describes basic concepts of side channel

attacks, different type of power attacks

Chapter 3: Basic BDD based circuits with bottom pre-charge This chapter describes

BDD based logic synthesis and circuit design methods to counter power attack

with the specific feature that the pre-charging is controlled via the leaf nodes of

the transistor network realising the BDD.

• Bottom pre-charge

• Symmetric NMOS transistor based pre-charge

Chapter 4: BDD based circuits with various other features This chapter describes

BDD based logic synthesis and circuit design methods to counter power attack

with other pre-charging schemes such as:

• Top pre-charge

• Top-bottom pre-charge
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Chapter 5: Automated synthesis scheme This chapter describes automated synthe-

sis schemes for circuits designed using the above pre-charging techniques along

with generation of the synthesisable Verilog code for these.

Chapter 6: Experimental results with different process technology This chapter de-

scribes the experimentation and presents experimental results to establish resis-

tance of our circuits to power attacks

Chapter 7: Conclusions and future work Summary of work done in this thesis and

conclusions so derived are presented. We also consider how this work can be

further extended.





Chapter 2

Preliminaries

The work in this thesis involves use of CMOS circuits, PTL circuits, ASIC design,

binary decision diagrams, low power techniques, use of cryptographic algorithms,

side channel attacks. This chapter covers some elementary concepts and topics from

these diverse areas that are relevant to this thesis.

This chapter is organized as follows. In the section 2.1 we introduce the binary

decision diagram. Different ASIC design flows are introduced in section 2.2. Power

dissipation in CMOS circuits is described in the section 2.4. Basic cryptographic

concepts and the notion of side channel attacks, specifically for CMOS circuits are

given in section 2.5.

2.1 Binary Decision Diagrams and Reduced Ordered

Binary Decision Diagrams

We first introduce binary decision diagrams (BDD) and then explain how reduced

ordered binary decision diagrams (ROBDD) are derived from those. We also discuss

the additional properties of ROBDDs over BDDs.

Binary Decision Diagrams (BDDs) are decision trees based on Shannon’s expan-

sion. BDDs are extensively used for circuit design. A brief definition of the BDD

is as follows: A binary decision diagram (BDD) is a rooted decision tree having the

11
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following properties.

000 00

b

c c

a

b

c c

111

(a+b).c

Normal EdgeComplementary Edge

Normal Child

f (a = 1) = cComplementary Child
f (a = 0) = bc

Figure 2.1: Decision tree for f = (a∨b)∧ c.

• Internal nodes of a BDD are labelled with variable names

• Leaf nodes of a BDD are labelled with either 0 or 1

• Each internal node in the DAG has exactly two children; one of the two arcs

connecting a parent node to one child node is labelled by 0 (represented by a

dashed line) while the other arc is labelled 1 (represent as a solid line)

• Nodes on every path in the graph have unique labels; different nodes on a single

path are labeled by distinct variables

• Left and right sub-DAGs of every node are distinct

• Every pair of sub-DAGs rooted at two different nodes n1, n2 are non-isomorphic

The last property ensures that the BDD is reduced.

Given a Boolean function f (x1,x2.....xk), by Shannon’s decomposition around

variable x1, f (x1,x2.....xk), this may be written as

f (x1,x2.....xk) = (x1∧ fx1←1)∨ (¬x1∧ fx1←0) (2.1)
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Here fx1←1 denotes f with x1 substituted by 1 and fx1←0 denotes f with x1 sub-

stituted by 0. fx1←1 and fx1←0 are also called the positive and negative cofactors to f

with respect to x1.

Suppose the Boolean function f (x1, .....xk) is decomposed around variable xi rep-

resented by a DAG node labelled xi, then that node will have two children – the 0-child,

representing fx1←0 and the 1-child representing fx1←1. The edge connecting the node

labelled x1 to the 1-child is called the normal edge, while the edge connecting that to

the 0-child is called the complementary edge – refer to the picture of a BDD shown in

Fig. 2.1. These cofactors may be further decomposed recursively, terminating at the

Boolean constant 0 or 1, giving rise to the BDD representing the given function.

Given a valuation of the variables, the value of the function can be determined as

follows:

• Starting from the root of the DAG follow either the normal or the complemen-

tary edges depending on the value of the decision variable at the node

• Continue this process until leaf node is reached

• For the given valuation of the variables, the value of the leaf node gives the

value of the function

The variable ordering along a path from the root node to a leaf node is the sequence

in which the variables appear along that path staring from the root node; it is the

sequence in which variables are chosen for carrying out Shannon’s decomposition. If

the variable order is the same on all paths of the tree it is called an ordered decision

tree. A BDD that is both ordered and reduced is called a Reduced Ordered Binary

Decision Diagram (ROBDD). The ROBDD for a given Boolean function is unique

and so the ROBDD representation of a Boolean function is canonical.

The steps of reducing BDD is following [17] :

• If two nodes represent the same function, then we merge them

• If a node has the same 0 -child and 1-child, then that node represents a “don’t

care” variable, and is removed. Formally, it follows from Shannon’s decompo-

sition that f is independent of xi whenever fxi←0 = fxi←1
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b
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c

0 1

Figure 2.2: Reduced BDD for f = (a∨b)∧ c

Applying these rules one obtains the Reduced Ordered Binary Decision Diagrams

(ROBDD) which is canonical in nature. The task of finding the optimal variable order-

ing for a function is a computationally difficult problem. However, a wide variety of

heuristics are available for finding a good variable ordering. Existing BDD packages

such as CUDD often produce the optimum solution. The ROBDD for f = (a∨b)∧ c

is shown in Fig. 2.2.

There are mainly two types of variable ordering available:

Static variable ordering: Static variable ordering techniques attempt to establish

the optimal ordering of variables prior to constructing the actual BDD. A simple

heuristic is that input variables that are topologically close together within the cir-

cuit should be relatively close together within the variable ordering for the resulting

BDD. This is found to work well for tree-like circuits but does not generalise to most

other circuits. Another principle is that the most influential of the primary inputs to

the circuit (such as control inputs) are placed earlier on in the ordering. A detailed

survey on static varaible ordering is available in [36].

Dynamic variable ordering: In case of dynamic variable ordering, the ordering

heuristics are used during the construction of BDDs. A circuit may have multiple sub-

circuits which may have different optimal variable ordering. In such situations, instead
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of a uniform global variable ordering, the ordering may vary from one sub-circuit to

another. In a dynamic situation, shifting variables up and down and evaluating the

impact is an important dynamic variable ordering mechanism. Sifting is not relevant

to the current work.

2.2 ASIC design flow

Application specific integrated circuit is popularly termed as ASIC. ASIC design flow

is given in diagram 2.3.

Custom Semi-Custom

Digital Circuit Implementation Approach

Pre-diffused
(Gate Arrays)

Pre-wired
(FAPGA’S)

Cell Based Array Based

Macro CellStandrad Cell

Figure 2.3: Digital design flow.

There are broadly two methods that are followed for designing ASICs, using mod-

ern CAD tools, one is the full custom design flow, the other is the semi-custom design

flow. Semi-custom design are two types: cell based and array based. Standard cell

based and macro based design comes under cell based design flow. On the other hand,

gate arrays and FPGA comes under array based design flow.
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2.2.1 Full custom design flow

In the full custom design flow, designers start designing from the scratch. Design-

ers meet specification by designing transistor level circuits with optimized transistor

widths. Layout, routing and synthesis is done at the transistor level by the designer.

Most of the components are individually designed to give best overall performance,

consuming lesser area and power in comparison with standard cell based designs. It

is highly expensive and consumes huge man hours. It is generally used for designing

new components for use with the other design styles. Specialised algorithms may

also generate full custom design for particular applications. This is the design style

we used for designing our circuits.

2.2.2 Semi-custom design flow

Semi-custom design flow is the main area of focus of advanced CAD tools. We would

basically emphasis on ASIC design and omit discussion on the FPGA design flow as

that is not relevant to our current work. Details of semi-custom design flow is given

below.

Standard cell based design flow

Here designers design and fabricate their design by using pre-designed basic gates,

commonly known as standard cell. For a given a technology, standard cells are pro-

vided by the chip fabrication facility which are called standard cell design kits. These

design kits reduce the cost of ASIC development. Standard cells of a particular family

have the same height but vary in width making it suitable for placing in rows side by

side. Gaps between rows are channels that are used for routing. Standard cell design

flow is shown in Fig. 2.4.

Macro cell based design flow

More complex design modules may be provided as macros. For use with CAD tools

these are given at a high level of abstraction. Macro cell based design can be sub-
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Manual design
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Manual design /

/

HDL

Netlist
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Layout

Physical design

RTL synthesis

Logic minimization

Figure 2.4: Standard cell design flow.

classified into three parts.

• Hard macros: These are pre-complied design components which can be instan-

tiated in a large design. For use at various levels of simulations, detailed abstract

models of the component are made available for the designers, for protection of

intellectual property right. Hard macros do not provide detailed internal layout

information. Disadvantages of hard macros is their association with particu-

lar fab which results in lower flexibility. However these do have the benefit of

optimised performance often with human optimisation.

• Firm macros: These are pre-complied design components which can be instan-

tiated in the large design. Here the netlist is provided for use with the design

tool. The physical design is done at the designer end. Protection of intellectual

properties is less compared to hard macros. Physical design is more flexible

with firm macros.

• Soft macros: These are also pre-complied design components which can be

instantiated in the large design. Here the RTL is provided for use with the design

tool. Logic design is done at designer end. Protection of intellectual properties

is even less but design options are more. Optimisation is done by the CAD tool
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and that is usually lower than that offered by hard macros.

2.3 Pass transistor logic

The basic idea behind pass transistor logic, commonly known as PTL, is multiplexing.

Functionally, pass transistors behave like a switches. The source of the pass transistor

is connected with some input signal. Generally, it is connected with power supply rail

for other logics. Either NMOS or PMOS transistor is sufficient to perform the logic

operation. This results in smaller number of transistors and smaller input loads, es-

pecially when NMOS transistor networks are used. However, there is a voltage drop

at the output, Vout =V DD−VthN due to the threshold voltage of the NMOS transistor

while passing a logic ‘1’. To maintain the output voltage an acceptable range, swing

restoration at the gate output is necessary. Pass transistor logic network whose basic

structure is that of a multiplexer requires complementary control signals. Thus, dual-

rail logic which produces both normal and complementary output, is usually used in

order to provide necessary signals in both normal and complemented form. To pro-

vide acceptable output driving capabilities inverters are attached with the gate outputs.

Only single paths of each network must be active at a time to avoids short circuits [51].

Advantages of pass transistor logic:

• Ratio-less: In conventional CMOS logic, the width to length (W/L) ratio of

the pull up device is generally few times greater than the pull down devices.

As a result the geometrical dimension of the transistor is not minimal always.

However, pass transistor can be realize with minimum dimension of a particular

technology thus making it more area efficient.

• Lesser power: In a pass transistor logic realization of a Boolean function there

is no DC path from supply to ground. So, standby power dissipation is small.

Each additional input requires only minimum geometry transistor which results

in minimal increase in power dissipation.

• Lower area: Only a few NMOS and PMOS transistors are sufficient to realize

any logic function using pass transistor logic which ensures smaller input load

and smaller area. Thus lower power consumption is achieved.
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(a) Basic module (b) Complement of basic module

Output Output

SelectSelect

Input1 Input2

Select

Input1 Input2

Select

Figure 2.5: PTL based basic cell design.

There are many different types of pass transistor logic styles in use, such as:

• Complementary pass transistor logic (CPL)

• Swing restored pass-transistor logic (SRPL)

• Double pass transistor logic (DPL)

• Single-rail pass transistor logic (LEAP)

• The differential pass transistor logic (DPTL)

We use the complementary pass transistor logic with swing restorations. The basic

multiplexer structure is given in Fig. 2.5. It is to be noted that pass transistor logic

synthesis from BDDs is a well-studied domain [6, 14, 20].

2.4 Power consumption of CMOS logic

Complementary Metal Oxide Semiconductor (CMOS) logic is most widely used for

realization of ICs in modern times. CMOS consist of a pull up and a pull down net-

work. The pull up network is realized with PMOS transistors while the pull down

network is realized with NMOS transistors. Pull up and pull down networks are func-

tionally complementary in nature. Only one of this network is conducting at a time.

Three major components of power consumption are:
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• Dynamic power: Dynamic power which is the major component of the of total

power consumption depends on charging and discharging of load capacitance.

Dynamic power consumption can be calculated by the following equation:

Pdynamic = αCloadV 2
DD f (2.2)

where α is the switching activity factor of the circuit, Cload is the load capaci-

tance including the parasitic capacitance, VDD is the supply voltage and f is the

circuit’s operating frequency. α the switching activity of the transistors, in turn,

depends on the input combinations applied to the transistors which is measured

by 0→1 transitions on the output of CMOS gates. Dynamic power directly de-

pends on the input combinations applied to the transistors if the supply voltage

and frequency are constant.

• Short circuit power: Short circuit power dissipation happens when gate voltage

is applied to CMOS gate and both the transistors are changing state, then both

the pull up network and pull down network are conducting simultaneously for

a short period of time and there exists a direct connection between the voltage

source to ground. Short circuit power is also dependent on switching activity

factor α .

• Static power (leakage power) : The static power or leakage power consumption

of a circuit is given by the following equation:

Pstatic = IstaticVDD (2.3)

where Istatic is the current that flows between the supply rail when circuit is in

idle mode that means there is zero switching activity in the circuit. Leakage

power consumption emerges as a major portion of total power consumption

for sub-micron technology, as CMOS technology scales down leakage power

increases. A higher value of the threshold voltage helps to reduce the leakage

current and therefore the lekage power.
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2.5 Vulnerability of cryptosystems to side channel at-

tacks

A cryptographic algorithm is a complex mathematical function that uses a secret key

to encrypt information. The process by which message is encrypted by the secret key

is referred to as encryption. The process by which an encrypted message is recovered

in its earlier from is called decryption. The input of the encryption process is termed

as plain text and the resultant output of the encryption process is termed as cipher text.

Eve listening to
open channel

Massage
Alice’s Encrypted

Massage

Encryption
Open Channel

Alice’s
Massage

Decryption

Secret Key Secret Key

Figure 2.6: Conventional Process of cryptography.

Consider the famous cryptographic scenario where Alice has to send a secret mes-

sage to Bob and does not want anyone else other then Bob to see this message. How-

ever, Alice sends the message through an insecure channel. Eve, a third person, is in-

terested in knowing the content of the message. To protect the message from Eve, Al-

ice send a cryptographic message to Bob. The entire mechanism is shown in Fig. 2.6.

Depending upon encryption and decryption technique, this mechanism can be further

classified in two ways.

2.5.1 Symmetric-Key encryption

Secret Key

Decryption

Secret Key

Encryption

Plain-text Plain-textCipher-text

Figure 2.7: Symmetric-Key cryptography.
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Alice encrypts the message with a secret key using an encryption algorithm and sends

it to Bob. Bob after receiving the message, decrypts it using the same secret key

(which Alice has used) with the help of a decryption algorithm. Here a single secret

key has been used for both encryption and decryption. Let P be the plain text which

Alice has sent to Bob, K be the secret key by which Alice encrypted P with encryption

algorithm Ek(x) and produced cipher text C. Bob decrypts C with the decryption

algorithm DK(x) and regenerates P.

So, during encryption: C = EK(P) and during decryption P = DK(C)

such that DK(Ek(x)) = Ek(DK(x))

In a nutshell, Alice: C = EK(P) Bob: P1 = DK(C) = DK(EK(P)) = P

The mechanism of the Symmetric-Key encryption is showing in Fig. 2.7. De-

pending upon the algorithm symmetric-key cryptography can be further classified into

block ciphers and stream ciphers.

Block cipher

A block cipher takes an n-bit plain-text as a input and generates an n-bit cipher-text

as output, where n is the block size. Diffusion and confusion techniques are used to

encrypt data. The process by which redundancy in the plain-text and secret key are

dissipated in the cipher-text is called diffusion. Resultant change in single input bit

will be diffused over several cipher-text bits making it difficult for the attacker to gain

knowledge of the plain text by analyzing the cipher-text. On the other hand, confusion

is a process which makes the relationship between input and the cipher-text complex

to make it difficult for the attacker to predict the patterns.

A product cipher combines two or more simple operations in a way that the result-

ing cipher is more secure than the individual components. These simple operations

are meant to increase confusion or diffusion. An iterated block cipher is a cipher

which involves sequential repetition of an internal functions which referred as a round

functions. Two well known schemes for designing block ciphers are Substitution-

Permutation (SP) networks and Feistel networks. We have experimented with the

Lucifer and Present S-boxes which are all block ciphers.



2.5 Vulnerability of cryptosystems to side channel attacks 23

Substitution-Permutation (SP) Substitution-Permutation (SP) networks is a prod-

uct ciphers which generate after substitutions and permutations in different number

of stages. The data is separated into smaller blocks during substitutions. For increas-

ing the confusion, the values in these blocks are substituted for others. This method

uses a look-up table which is referred as S-box. The influence of data from one part

of the plain-text is diffused through the whole cipher-text by using swapping bits or

combining values.

Feistel networks Feistel networks are a subset of SP networks. It also generates

cipher after substitutions and permutations in different number of stages. We do not

use this type of cipher in this thesis.

Stream cipher

A stream cipher operates on smaller units of plain-text, usually some bits. Stream

cipher does not need fixed length of data, it operates on any length. It works on a

continuous stream of data with a random number generator for encryption of the plain

text. Cipher-text generated by a stream cipher will vary depending on when they are

encountered during the encryption process. Stream cipher are generally faster and less

complex in nature compared to block cipher. We do not use this type of cipher in this

thesis.

2.5.2 Asymmetric-Key encryption

Key distribution is an important problem with symmetric cryptography. Take the clas-

sical example of cryptography where Alice has to securely communicate with Bob.

So, in symmetric cryptography Alice and Bob has to exchange the secret key with

other and they have to ensure the confidentiality of the key. But the channel is inse-

cure. If there is a scenario where Alice has to communicate separately with a hundred

different users he has to exchange that many secret keys before communicating. Here

Asymmetric-Key Encryption turns out to be useful.

Here two keys are used; one is a public key and other is a private key. Alice
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encrypts the message using Bob’s public key. Bob decrypts the message using his own

private key. The mechanism of Asymmetric-Key encryption is showing in Fig. 2.8.

We do not use this method in this thesis.

DecryptionEncryption

Plain-textPlain-text Cipher-textKeypub Keypri

Figure 2.8: Asymmetric-Key cryptography.

2.6 Side channel attacks on cryptographic devices

The term cryptanalysis often refers to the study of ciphers, It is based on observing

and analysing inputs and outputs of the cryptographic device. The cryptanalyst would

attempt to extract the secret key based on these observations along with analysis and

some knowledge of the implemented algorithms. Modern day cryptographic algo-

rithms are mathematically more secure. It is almost impossible to mathematically

break those systems and extract the systems’ secret keys. However, their hardware

implementations may be targeted and exploited for deducing the secret keys in use

inside the system. Depending upon methods of the attacks it can be classified into two

broad different category – (i) Invasive attacks and (ii) Non-invasive attacks

Invasive attacks are those which leave a physical evidence of tampering on the

device. Common techniques are de-packing smart card chips, memory reverse engi-

neering, and micro probing.

Non-invasive attacks are those that do not physically tamper with the device, in-

stead they use information that is leaked from the device to attack. Non-invasive

attacks are also commonly referred to as side channel attacks. The ability to attack

devices such as smart cards on the fly, when those are being used, without leaving

a trace of the attack has made side channel attacks very attractive. For this reason,

securing devices from such attacks has gained significant practical importance.
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2.7 Side channel attacks

A special category of non-invasive attacks are called side channel attacks where the

physical implementation of a cryptographic system can be monitored during its ex-

ecution and the traces obtained can be examined by an attacker to discover the the

secret key used in the system. Timing information, power consumption electromag-

netic leaks, fault injection and sound can provide additional information by which

cryptographic systems can be exploited. A comprehensive study of side channel at-

tacks can be found in [26, 30]. Side channel attacks can be classified into invasive,

non-invasive, active and passive attacks. The information available to the attacker is a

set of messages processed by the cryptographic device and the corresponding running

time, power dissipation etc. and his goal is to recover the device’s secret parameters

using the available information. Different forms of side channel attacks are as follows.

• Timing attacks: attacks based on measuring how much time is taken to perform

various computations [19, 24].

• Power monitoring attacks: attacks which make use of the varying power con-

sumption by the hardware during computation [26, 30].

• Electromagnetic attacks: attacks based on leaked electromagnetic radiation which

can directly provide information [1, 21].

• Acoustic cryptanalysis: attacks which exploit sound produced during computa-

tions [49].

• Differential fault analysis: in which secrets are discovered by introducing faults

in a computation [8, 50].

• Data remanence: in which sensitive data are read after supposedly having been

deleted [38].

Among all these forms of attacks, the power monitoring attacks are the most

prominent threat to the cryptographic systems since power traces of operations can

be easily obtained. Those power traces can be mathematically analysed to reveal the

secret keys quite easily. In general, power dissipation of a circuit is proportional to its

switching activity which, in turn, depends on the data that is being handled. The data
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Table 2.1: Power consumed due to switching
Transitions Power consumed

1→0 P1

0→1 P2

0→0 0

1→1 0

dependent power consumption can be exploited to leak away the secret information,

specifically, distribution of 0’s and 1’s. This is explained by means of table 2.1 which

shows the signal transitions of single rail static circuit. Let P1 and P2 be the powers

consumed during the transitions 1→0 and 0→1, respectively. The amount of power

consumed for these two transitions being different (i.e., P1 6= P2), this asymmetry can

be exploited to mount power analysis attacks. Depending upon how the power traces

are monitored, their analysis can be further classified.

• Simple Power Analysis (SPA): Only a single power trace is examined to extract

the secret key.

• Differential Power Analysis (DPA): It involves collecting large number of power

traces and performing statistical analysis of the power variation with respect to

changes in data values to extract the secret key.

There are broadly two types of countermeasures of DPA based on their level of

application: (i) algorithmic level, and (ii) cell level. Our focus is on cell level counter-

measures for DPA. A cell level approach ensures algorithmic agnostic DPA resistance

and also enables speedy completion of the encryption and the decryption processes.

Moreover, it avoids extra circuitry to the extent that is needed for implementing re-

ported algorithmic level DPA countermeasures [4, 33].

2.7.1 Differential power analysis

DPA exploits the correlation between the data and the instantaneous power consump-

tion of the cryptographic device. Though the correlation is very small, statistical



2.7 Side channel attacks 27

method is used to increase the efficiency. In this process the attacker uses a hypo-

thetical model of the device under attack and then statistically analyses the correlation

of power consumption from the actual device to the hypothetical model in order to

find the secret key in use in the system. In DPA, bits of the key are deduced in stages.

The choice of bits that are attacked first is guided by the attacker’s knowledge of the

device and the cryptographic algorithm in use. These key bits are usually referred

to as a subkey. A DPA attack on a cryptographic module performing encryption is

described below:

• The power consumption of the cryptographic device is recorded while it en-

crypts N different plain-text inputs with the same key and is denoted as a matrix

P1...N,1...T , where T is the number of points that are recorded per encryption.

The number N is usually referred to as the number of traces.

• The attacker chooses an intermediate result of the executed algorithm that is

a function of the plain-text and the subkey. Based on the plain texts and all

possible values for the sub-key, hypothetical values for the intermediate results

are calculated as a matrix I1..2k,1...N where K is the number of subkey bits and 2k

is the number of possible values of the subkey.

• The attacker then determines a hypothetical power consumption value HK,n for

every IK,n

• The attacker reveals the correct subkey by correlating the hypothetical power

consumption I1..2k,1...N with the power traces P1...N,1...T

2.7.2 Difference of means method

The working principle of this technique is to split the power traces into two groups

for each key hypothesis based on a selection function. First the captured traces are

partitioned P1...N,1...T into two sets, based on a selection function. The means of the

power traces in both sets are calculated and the means of one set are subtracted from

those of the other set (eg. if the LSB bit is 1, add current trace to set one else the other

is set). A threshold α can also be used to partition the traces based on H1..2k,1...N . The

equation of difference of means is given below [25]
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R2K ,T = P1(∀N|H2k ,N>α),T −P1(∀N|H2k ,N≤α),T (2.4)

The resulting difference of means matrix, H1..2k,1...T . will have a difference of mean

trace for every key hypothesis. The difference of mean trace for correct key hypothesis

will have significantly visible peaks when compared to the the other result traces.

2.7.3 Correlation power analysis

An attacker using CPA will acquire a set of N power consumption traces while a given

algorithm is being computed (wi f or1 ≤ i ≤ N), and attempt to predict the Hamming

weight of the computer word being manipulated at a chosen point in time for each

acquired trace (hi f or1 ≤ i ≤ N) [10]. The correlation between these predictions H

and the instantaneous power consumption of the set of acquired traces W, i.e.

ρW,H =
cov(W,H)

ρW ρH
(2.5)

can be calculated to deduce where in the traces the chosen point in time appears. This

involves generating a CPA trace that represents the correlation between H and W at

each point in the acquired power trace

2.7.4 Early propagation effect

A physical gate can produce the correct output even before all its inputs change. Out-

put of a gate may be determined by the logic values acquired by a subset of its inputs

(say X). Changes on the other inputs may not have an effect on the outputs. However

redundant transitions will effect the power consumption. Which can be monitored and

these may help to deduce possible logic values of the lines in X.

This property can result in data dependent power consumption even for circuits

implemented with balanced gates and with balanced routing [27]. This is illustrated

in example 1 with a combinational circuit depicted in figure 2.9.

The data dependence can be observed in the timing differences of the gate tran-

sitions. Using a simple delay and power consumption model, the number of gate
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Example 1

Ā
A

Z

Z̄

B̄

C̄

B

C

Figure 2.9: A example data-dependent power consumption due to early propagation.

Table 2.2: Power consumed due to switching
Number of gate transitions

A B C After ∆T propagation delay After 2∆T propagation delay

0 0 0 2 0

0 0 1 2 0

0 1 0 2 0

0 1 1 2 0

1 0 0 1 1

1 0 1 1 1

1 1 0 1 1

1 1 1 1 1

transitions with respect to time for all the possible input combinations are shown in

Table 2.2.

As seen in table 2.2, the number of gate transitions (and hence the power consump-

tion) after “∆T” propagation delay is dependent on the logical value of the A input.

If A is a logical-zero there are always two gate transitions at “∆T” time, while if it is

a logical one there will be one logical transition at “∆T” propagation delay time and

another at “2∆T” propagation delay time.





Chapter 3

Basic BDD based circuits with bottom
pre-charge

In this chapter, a novel BDD based logic synthesis approach to counter power analysis

attacks with two different bottom pre-charge logics is presented. We have devised

a hardware countermeasure in the form of a Binary Decision Diagram (BDD) based

dual rail circuits with two different pre-charging schemes, namely bottom pre-charge

and symmetric NMOS based bottom pre-charge logic. For the first time, bottom pre-

charge logic has been used in the design of such a cell.

The operation of this logic has four aspects, viz (i) A pre-charging phase. two

pre-charging schemes have been presented (a) bottom pre-charge and(b) symmetric

NMOS based bottom pre-charge. Both these circuits are specially designed to work

with BDD based mechanism (ii) BDD based normal and complementary function

realisations (iii) use of swing restoration for producing outputs with proper voltage

level and (iv) use of voltage scaling and leakage power minimization to reduce overall

power dissipation without hampering PAA resistance.

The operation of this logic is first described using a basic cell supporting fourteen

logic functions including AND, OR, XOR, NOT, NAND, NOR. While any logic can

be constructed using this basic cell, more optimized circuit realization is possible by

utilizing the second aspect of this logic synthesis approach. This is illustrated through

the design of two different S-boxes – Lucifer [40] and Present [9].

31
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The rest of the chapter is organized as follows. In section 3.1, our BDD based

synthesis technique with bottom pre-charge logic and symmetric NMOS based pre-

charge logic is elaborated. Design of a basic cell with fourteen logic functions, a 1 bit

adder, a 2 bit adder along with the Lucifer and the Present S-boxes, using our bottom

pre-charge logic technique is given in section 3.2, and our symmetric NMOS based

pre-charge technique, is given in section 3.3. The chapter is concluded in section 3.4.

3.1 Basic BDD based circuits with bottom pre-charge

This section elaborates our BDD based logic synthesis approach for countering power

analysis attacks with symmetric NMOS and bottom pre-charge logic. The organiza-

tion of such circuit is indicated in the Figs. 3.2 and 3.1. The operation of this scheme

has four aspects which are describe below.

3.1.1 Aspect-1: Pre-charge generation logic

Pre-charge generation logic has been used extensively in pass transistor logic (PTL)

based circuit designs. Pre-charging has long been used to reduce the number of transis-

tors in logic gates and also to reduce the power dissipation. Pre-charging also helps to

counter the skew in power dissipation of pre-charging free circuits when a long stream

of 1s or 0s is produced in output. We propose two different types of pre-charging cir-

cuits, each having its own merits, as described in the following subsections.

Bottom pre-charge generation logic

The bottom pre-charge logic of aspect 1 consists of a pair of PMOS and NMOS tran-

sistor T1 and T2 Fig. 3.1, respectively. As shown in the Fig. 3.1 drains of transistor T1

and T2 are connected and their gates are also connected and driven by the pre-charging

signal ‘Pre’. The source of transistor T1 is connected to VDD while the source of

transistor T2 is connected to the input. To minimize early propagation effect PMOS

transistor width is taken few times higher than the width of NMOS transistor.
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Figure 3.1: The four aspects of BDD based logic synthesis with bottom pre-charge.

Bottom pre-charge logic operates in two phases, namely, pre-charging phase and

evaluation phase which are described below.

Pre-charging phase: When the pre-charge is low, the PMOS transistor T1 in the pre-

charge logic circuit shown in Fig. 3.1 is ON, and the NMOS transistor T2 is OFF.

This ensures blocking of the external input signal in the pre-charge logic circuit. The

current from VDD of the pre-charge logic circuit flows through the BDD network

to reach the swing restoration parts of the circuit. In the swing restoration circuit,

P1 which is designed as a weak PMOS transistor, is ON because voltage coming to

the inverter through the BDD network drives it low, there by discharging the intrinsic

capacitor at the output through the NMOS transistor of the inverter. So, charge from

VDD at swing restoration circuit will enhance the signal strength and make the output
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Figure 3.2: The four aspects of BDD based logic synthesis with symmetric NMOS based

pre-charge.

signal stable at zero.

Evaluation phase: When pre-charge is high, the PMOS transistor T1 in the pre-charge

logic circuit is OFF, and the NMOS transistor T2 is ON. So, the external input will

go through the BDD network and reach the swing restoration network producing the

output.

The bottom pre-charge logic is similar to the technique proposed in [47]. In BDD

based architecture input comes from the bottom, i.e., input driving voltage signals are

applied at the bottom nodes and then they progress upward in a BDD tree. Bottom

pre-charging ensures that a constant capacitance is charged or discharged independent
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Figure 3.3: Design of the Bottom pre-charge logic.

of the data that is being processed. Complementary BDDs have also been used with

the associated pre-charge circuitry.

Symmetric NMOS based bottom pre-charge generation logic

Input
VDD

Pre− chargeT1 T2

Output

Pre− charge

Figure 3.4: Design of the symmetric NMOS based bottom pre-charge logic.

The functionality of the pre-charge generation logic is generally achieved using

PMOS and NMOS connected networks. However, this may lead to early propagation

effects which may turn out to be a source of security vulnerability [27]. We attempt to

overcome this vulnerability by way of our symmetric NMOS bottom pre-charge gen-

eration mechanism, described below with the help of Fig. 3.4. Here, the two NMOS

transistors connected at their drains with symmetrical widths can be considered as the

two complementary (True and False) children of a BDD node.

The gate of transistor T1 is connected with the Pre− charge signal and its source is

connected to the Input signal, whereas for transistor T2, its gate is connected with the

complement of the Pre− charge signal (Pre− charge) and its source is connected to



36 Chapter 3 Basic BDD based circuits with bottom pre-charge

the Voltage source (VDD). At a time only one of the two NMOS transistor can remain

conducting, thus, preventing the logic circuit from short circuiting. The pre-charging

ensures that a constant capacitance is charged or discharged independent of the data

that is being processed.

The pre-charge logic operates in two phases — pre-charging phase and evaluation

phase.

Pre-charging phase: This phase remains operational when the Pre− charge is ‘LOW’,

when transistor T1 is in the OFF state and transistor T2 is in the ON state. So, VDD,

i.e.a high voltage, will go through the circuit; this leads to the output going high irre-

spective of the value of the Input line.

Evaluation phase: This phase remains operational when the Pre− charge is ‘HIGH’,

then the transistor T1 stays ON and the transistor T2 stays OFF. The Input value then

passes through the transistor T1 into the circuit and produces the same value at the

output.

Advantages of symmetric NMOS based bottom pre-charge generation logic

There are several advantages of symmetric NMOS based pre-charge generation logic

over PMOS and NMOS connected pre-charge generation logic, which are as follows:

• Total power consumed by BDD based design is less than that of PMOS and

NMOS connected design of equal width [22] (our experiments show a reduction

by 15% in power consumption when BDD based NMOS-NMOS pre-charge

generation logic is used).

• Due to the same width and length of the NMOS transistor, symmetric NMOS

design has less EPE compared to PMOS and NMOS connected design.

• Two NMOS transistors connected in parallel can be easily represented using a

finger pattern in the layout, leading to real estate savings as compared to the

other designs.

• Multiple fan-out or single fan-out can be easily realized by changing the source

value of the transistor T2 . For single fan-out use VDD at the source of transistor

T2; for multiple fan-out use GND instead and increase one extra inverter in the
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swing restoration part. This is a significant advantage because only one extra

inverter is needed for increasing the fan-out.

3.1.2 Aspect-2: BDD based tree network to realize logic functions

01

(b)

01

(a)

x

y

x

y y-d

Figure 3.5: (a) BDD for x+ y. (b) BDD for x+ y after dummy node insertion.

Any Boolean logic function can be realized by a BDD. Here ROBDD-based design

principles turn out to be useful since they minimize the logic function and produce a

smaller BDD. The CUDD tool [39] is used to generate the ROBDDs from specific

Boolean functions. For realization of circuits, each decision branch is replaced by two

NMOS transistors with complementary gate voltages. To make the circuit DPA attack

resistant, three different measures have been incorporated.

Effective variable ordering: A good variable ordering reduces the size of the BDD.

Due to the limited number of functional variables static variable ordering mechanism

is used for variable ordering of the BDDs.

Complementary tree: Power consumption occurs due to charging and discharging of

capacitors in a circuit. To make the total charging and discharging constant, the com-

plementary logic have been used; thus, while one BDD tree produces the out put, the

other produces out put. The complementary BDD is realized by inverting the leaf node

values of the original BDD, thus the circuit geometries remain invariant.

Dummy nodes: The ROBDD generated, however, may not have all paths of the same

length. Therefore, if the input signals pass through different number of stages of the

same BDD-based circuit, then there will be a difference in their delay times, and con-

sequently, in the arrival of the outputs. To avoid the difference in time delays, dummy

nodes are added so that timing delays of all the paths in the BDD are equalized. As a
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Figure 3.6: Pass transistor logic based circuit realization from a BDD.

result, computation along each decision branch will be through same number of tran-

sistors giving rise to identical delay. This is shown in Fig. 3.5(b), where y-d represents

the node y as a dummy node.

The BDDs thus obtained are realized using PTL. An example of PTL based circuit

realization of a BDD node BDD is shown in Fig. 3.6. Each BDD node is replaced by

two connected NMOS transistor which are gated with complementary driving signals.

The source of the transistor is driven either by a input (in normal or complemented

forms) or by the drains of child circuits. Identical width NMOS transistor are used for

providing identical delay for any identical number of transistor paths. At any point

of time there exists a single path between root node to ground in the corresponding

realized circuits.

3.1.3 Aspect-3: Swing restoration logic

Swing restoration ensures good output driving capabilities of the proposed circuit

mechanism. Swing restoration consists of a weak PMOS P1 transistor which is min-

imal width in nature (for a certain process technology) and an inverter I1. It ensures

that the outputs always stay at a proper voltage level. In our design, for each BDD

decision node, the signal strength is degraded by Vth of the NMOS transistor. Thus

swing restoration at the gate outputs is necessary. When the BDD network produces 1,

the inverter I1 in Fig. 3.1 and Fig. 3.2 which has re-generative property produces out-

put 0; this, in turn, sets PMOS P1 to ON state and VDDL boosts the signal strength.
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When the BDD network produces 0, the inverter produces output 1, P1 is set to OFF

state and VDDL does not reach the network.

3.1.4 Aspect-4: Voltage scaling and leakage power minimization

Voltage scaling: The voltage scaling approach has been used to reduce the total power

dissipation. Energy dissipation of a single transistor is 1
2CL(V DD)2, where CL is the

load capacitance of the transistor and VDD is the supply voltage. Thus, the total en-

ergy is directly proportional to the square of the supply voltage. In our design, the

main transistor network works on a lower supply voltage; only inverter in the swing

restoration parts works on a higher supply voltage. Therefore, the circuit achieves

lower power dissipation without impeding the data invariant power dissipation prop-

erties.

Leakage reduction: Note that in sub-90nm technology, a significant portion of

the overall power consumption is accredited to leakage power. Leakage current is

inversely proportional to the threshold voltage Vth of the transistor. To minimize the

leakage current of the circuit and consequently, the overall power consumption, the

transistors P1 and P2, and the load transistors of the inverters I1 and I2 in Fig. 3.1 are

chosen to have high threshold voltage Vth. Similarly the transistors P1 and P2, and the

load transistors of the inverters I1 and I2 in Fig. 3.2 are chosen to have high threshold

voltage Vth.

3.1.5 Circuit synthesis of bottom pre-charge logic by combining

four aspects

The operational steps of the circuit in Fig. 3.1 synthesized by combining the four as-

pects is elaborated below. First, consider the normal (left) circuit of Fig. 3.1. When

pre-charge (Pre) is zero, then the supply voltage VDD flows through the transistor cor-

responding to T2 NMOS of pre-charge circuit and thus the pre-charge circuit produces

1. This signal flows through the multiplexer logic (BDD tree of Aspect 2) and reaches

the swing restoration part where it is inverted producing 0 at the Output. Thus, the
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output is always 0 (independent of the input value) when pre-charge is zero. Since

the signal strength reduces during propagation, the VDDH is connected to the inverter

to restore the signal strength at the time of output. However, the rest of the circuit is

driven by a lower supply voltage VDDL, thus, reducing the total power requirement

of the circuit. When pre-charge is one, the transistor corresponding to Pre remains

closed and the Input signal comes through the multiplexer logic and produces the

output after swing restoration. The complementary (right) circuit of Fig. 3.1 operates

in a similar manner.

3.1.6 Synthesis of symmetric NMOS based bottom pre-charge logic

by combining four aspects

The operational steps of the circuit in Fig. 3.2 synthesized by combining the four as-

pects is elaborated below. First, we consider the normal (left) circuit of Fig. 3.2. When

pre-charge (Pre) is zero, then the supply voltage VDD flows through the transistor cor-

responding to Pre and the pre-charge circuit produces 1. This signal flows through the

multiplexer logic (BDD tree of Aspect 2) and reaches the swing restoration part where

it is inverted producing 0 at the Output. Thus, the output is always 0 (independent of

the input value) when pre-charge is zero. Since signal strength reduces during prop-

agation, the VDDH is connected to the inverter to restore the signal strength at the

time of output. However, the rest of the circuit is driven by a lower supply voltage

VDDL, thus, reducing the total power requirement of the circuit. When pre-charge is

one, the transistor corresponding to Pre remains closed and the Input signal comes

through the multiplexer logic and produces the output after swing restoration. The

complementary (right) circuit of Fig. 3.2 operates in a similar manner.

3.2 Applications of bottom pre-charge logic

In this section designing of circuits with NMOS and PMOS transistors based bot-

tom pre-charge logic has been elaborated. Designing of the basic cell is discussed

first, there after complex circuit structures such as 2-bit adder and different substitu-

tion boxes are elaborated. Output power and current waveform which are statistically

analyzed by attackers to reveal the system key are also plotted. Power and current
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Table 3.1: Basic cell functions using multiplexing
Input1 Input2 Select out put out put

A B B A.B A.B

B A B A+B A+B

A A B A.B+A.B A.B+A.B

B A S A.S+B.S A.S+B.S

A B B A.B A+B

B A B A+B A.B

A A A A A

waveforms are generated using simulating the schematic capture. Details of the tool

used is given below.

− Design Tool: Cadence Virtuoso IC design tool

− Technology: UMC 65nm process technology

− Version : 5.1.41

− Process technology specification: mixed mode/RF

− Operating temperature : 30◦C

− Supply Voltage : 0.9 – 1.1 volt

− Operating frequency : 500 MHz

3.2.1 Basic cell design using bottom pre-charge logic

Our first objective is to design a dual rail basic cell resistant to the DPA attacks. A sim-

ple logic cell has been designed to realize fourteen logic functions including 2-input

AND, OR, XOR, NOT, NAND, NOR, etc. using multiplexing based on the aspects

mentioned above. To ensure DPA resistance, the current/power characteristics of the

cell must remain invariant to their inputs. This is achieved by constructing a basic

module and a complement of the basic module within a single basic cell. Both the

modules have the same circuitry, however, the basic module is fed with the original
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VDDL VDDHVDDHVDDL

VDD VDD VDD VDD

Output

P1P1

Output

Select Select

MUX

SelectSelect

MUX

Select Select

Input1
Pre-charge

Input2
Pre-charge Pre-charge Pre-charge

Input1 Input2

Figure 3.7: Design of the basic cell with bottom pre-charge logic.

inputs, whereas, the complementary module is fed with the inverted inputs. Design

of the basic cell is given in Fig. 3.7. In the design, PTL-based logic has been used

for the NMOS transistor circuitry, which is basically multiplexing in nature and it is

referred to as a MUX. Swing restoration design is used at the output. Depending on

the select line of the MUX and the input parameters, fourteen logic functions can be

realized as given in table 3.1. Complementary logic has been used during basic cell

design so that at a time only one transistor is open, thus preventing short circuit. In

the experimentation done with the above mentioned tool, all possible input combina-

tions are applied to the basic multiplexer circuit. Glitch free outputs with acceptable

voltage level are generated. The current and power consumption with inclusion of

bottom pre-charge (NMOS and PMOS transistor) logic for multiplexer circuit can be

found in Fig. 3.10 where circuit simulation period is 600 ns. This current waveform is

symmetric in nature which makes it hard for the attackers to analyze the variance of

power with different input combinations.

3.2.2 Adder design with bottom and BDD based pre-charge logic

The adder is one of the most widely used circuit. Here we choose a 2-bit adder as a

basic building block because it consumes less power in comparison with two single
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Figure 3.8: Current waveform :time (ns) vs current (µA).

Figure 3.9: Power waveform :time (ns) vs power (µW).

Figure 3.10: Waveforms for the basic cell with bottom pre-charge

bit adders. While designing a DPA resistant adder, it has to be ensured that its path

lengths are balanced. Here ROBDD-based design principles turn out to be useful. The

CUDD tool [39] is used to generate the ROBDDs.

Since each node of the BDD can be represented using a MUX, same basic cell

design principles are used here. Pass transistor based implementation has been done

where each node is represented by 2 transistors. Basic equations for the 2 bit adder

are as follows [34]:

S0 = Pre[Cin(A0B0 +A0B0)+Cin(A0B0 +A0B0)] (3.1)
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S1 = Pre{[Cin(A0 +A0B0)+Cin(A0B0)](A1B1 +A1B1)+

[Cin(A0B0)+Cin(A0 +A0B0)](A1B1 +A1B1} (3.2)

Cout = Pre{[Cin(A0 +A0B0)+Cin(A0B0)](A1 +A1B1)+

[Cin(A0B0)+Cin(A0 +A0B0)](A1B1)} (3.3)

Cout = Pre{[Cin(A0 +A0B0)+Cin(A0B0)](A1B1)+

[Cin(A0B0)+Cin(A0 +A0B0)](A1 +A1B1)} (3.4)

A0
A0

B0
B0

C

1 0

S0

Figure 3.11: Resultant BDD after

dummy node insertion of the cor-

responding 3.1 equation.

C

A0 A0

B0B0D B0D

B1 B1

A1 A1

1 0

S1

Figure 3.12: Resultant BDD after

dummy node insertion of the cor-

responding 3.2 equation.

The corresponding BDD for the above four equation are given in Figs. 3.11 , 3.12,

3.13 and 3.14. While constructing the 2-bit adder using these equations, it is decom-

posed into four sub parts, namely, Sum0 circuit (Fig. 3.15) and Sum1 circuit (Fig. 3.16)

which compute the sum of the first bit and the second bit respectively, along with carry

and complementary carry circuits (Fig. 3.17). Both the pre-charging technique can be
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B0 B0
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B1 B1

1 0

Cout
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Figure 3.13: Resultant BDD after

dummy node insertion of the cor-

responding 3.3 equation.

C

B0 B0

A0A0D A0D

B1 B1

Cout

A1

0 1

Figure 3.14: Resultant BDD after

dummy node insertion of the cor-

responding 3.4 equation.

applied to the pre-charge generation box. The current and the power waveforms of the

adder with bottom pre-charge logic given in Fig. 3.20.

Experimentation is done with the above mentioned tool. All possible input com-

binations are applied to the adder circuit. Glitch free outputs with acceptable voltage

level are generated. The current and power consumption with inclusion of bottom pre-

charge (NMOS and PMOS transistor) logic for adder circuit can be found in Fig. 3.10,

where circuit simulation period is 600 ns. This current waveform is symmetric in

nature which makes it hard for the attackers to analyze the variance of power with

different input combinations.

3.3 Applications of symmetric NMOS based pre-charge

logic

In this section, design of circuits with symmetric NMOS transistor based bottom pre-

charge logic has been elaborated. Design of the basic cell are discussed first thereafter

complex circuit structures such as different substitution boxes, Lucifer and Present,
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have been elaborated. Output power and current waveforms are statistically analyzed

by attacking schemes to reveal the system key are also plotted. Power and current

waveforms are generated by simulating schematic capture. Details of the tool are

given below.

− Design Tool: Cadence Virtuoso IC design tool

− Technology: UMC 65nm process technology

− Version : 5.1.41

− Process technology specification: mixed mode/RF

− Operating temperature : 30◦C

− Supply Voltage : 0.9 – 1.1 volt

− Operating frequency : 500 MHz

3.3.1 Basic cell design with symmetric NMOS based pre-charge

logic

A single basic cell has been designed to realize several logic functions using multi-

plexing based on the aspects mentioned above. The current/power characteristics of

the cell must remain invariant to the inputs to ensure PAA resistance. Depending on

the select line of the MUX and the input parameters, fourteen logic functions including

2-input AND, OR, XOR, NOT, NAND, NOR can be realized as shown in Table 4.1.

In this table, A and B denote the inputs and S denotes the select line of the MUX.

Design of the basic cell with voltage scaling is given in Fig. 3.21. Circuitry with

the contour is needed only when voltage scaling is used. The layout of the basic

cell is shown in Fig. 3.22. The current and the power waveforms of the basic cell

with symmetric NMOS transistor based pre-charge generation logic and dual voltage

source is given in Figure 3.23 and Figure 3.24, respectively, where circuit simulation

period is 1 µs. Experimentation is done with the above mentioned tool. All possible

input combinations are applied to basic multiplexer circuit. Glitch free outputs with

acceptable voltage level are generated. This current waveform is symmetric in nature
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Table 3.2: Lucifer and Present S-box functions

Lucifer
x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C F 7 A E D B 0 2 6 3 1 9 4 5 8

Present
x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C 5 6 B 9 0 A D 3 E F 8 4 7 1 2

which makes it hard for the attackers to analyze the variance of power with different

input combinations.

3.3.2 BDD based S-box design symmetric NMOS based pre-charge

logic

Lucifer is the earliest block cipher [40], whereas, Present is a modern lightweight

block cipher [9]. S-box used in the Lucifer and the Present is 4-bit × 4-bit; function

S: F2
4 → F2

4. The action of the S-box in hexadecimal notation is given in Table 3.2.

Each hexadecimal input x represents the four input bits of the S-box, numbered as V0,

V1, V2 and V3. The corresponding output S[x] represents the four output bits of the

S-box, numbered as out0, out1, out2, and out3. Thus, each output bit is a function

of the four input bits.

The ROBDDs obtained from the CUDD tool are unbalanced, hence they need to

be balanced prior to implementation. The normal and complementary circuits corre-

sponding to the balanced BDDs for the output bits of the Present S-box are shown in

Fig. 3.29. In this figure, the dummy nodes have been highlighted with dashed boxes.

Experimentation is done with the above mentioned tool. All possible input combi-

nations are applied to both S-box circuits. Glitch free outputs with acceptable voltage

level are generated. The current and power consumption with inclusion of bottom pre-

charge (symmetric NMOS) logic for both Lucifer and Present circuit can be found in

Figures 3.32, 3.33, 3.30 and 3.31, where circuit simulation period is 1 µs. This cur-

rent waveform is symmetric in nature which makes it hard for the attackers to analyze

the variance of power with different input combinations.
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3.4 Conclusion

DPA has been known to pose serious challenges in designing secured systems. In this

chapter, ROBDD based dual rail circuit designs of DPA resistant basic cell and a 2-bit

adder have been presented. For the first time, bottom pre-charge logic has been used

in the design of the basic cell. It ensures that a constant capacitance is charged or

discharged independent of the data that is being processed ensuring identical delays

and power consumption. The ROBDD based architecture, along with dummy node

insertion for path balancing, serves minimize the early propagation effect. The use of

ROBDD also results in an optimised circuit. Bottom pre-charge is expensive in terms

of area but it provides highest form of resistance from power attacks, timing attacks

and early propagation effects.
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Figure 3.15: Sum0 circuit.
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Figure 3.16: Sum1 circuit.

carry

PRE-CHARGE BLOCK

A1

PRE-CHARGE BLOCK

carry

1 0

C C̄ C C̄

B0 B0 B0B0 B0 B0 B0B0

A0 A0 A0 A0A0A0A0 A0 A0A0A0 A0

B1 B1 B1 B1B1 B1 B1 B1

A1 0A1 A1 0

Figure 3.17: Carry and complementary carry circuits.
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Figure 3.18: Current waveform for the 2 bit adder :time (ns) vs current (µA).

Figure 3.19: Power waveform for the 2 bit adder :time (ns) vs power (µW).

Figure 3.20: Power and current waveform for the 2 bit adder with bottom pre-charge

logic.
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Figure 3.21: Design of the basic cell with voltage scaling using symmetric NMOS

based pre-charge logic.

Figure 3.22: Layout of the basic cell using symmetric NMOS based pre-charge logic.
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Figure 3.23: Current waveform characteristics of the basic cell with the symmetric

NMOS based pre-charge generation logic and the dual voltage source: time (ns) vs

current (µA).

Figure 3.24: Power waveform characteristics of the basic cell with the symmetric

NMOS based pre-charge generation logic and the dual voltage source: time (ns) vs

power (µW).
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Figure 3.25: Normal and complementary circuits for out0.
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Figure 3.26: Normal and complementary circuits for out1.
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Figure 3.27: Normal and complementary circuits for out2.
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Figure 3.28: Normal and complementary circuits for out3.

Figure 3.29: Normal and complementary circuits for the output bits of Present S-box

with the dummy nodes highlighted using dashed boxes.
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Figure 3.30: Current waveform characteristics of the Present S-box with the symmet-

ric NMOS based pre-charge generation logic : time (ns) vs current (mA).

Figure 3.31: Power waveform characteristics of the Present S-box with the symmetric

NMOS based pre-charge generation logic : time (ns) vs power (mW).



3.4 Conclusion 55

Figure 3.32: Current waveform characteristics of the Lucifer S-box symmetric NMOS

based pre-charge generation logic : time (ns) vs current (mA).

Figure 3.33: Power waveform characteristics of the Lucifer S-box symmetric NMOS

based pre-charge generation logic : time (ns) vs power (mW).





Chapter 4

BDD based circuits with various other
features

In this chapter, two BDD based dual-rail logic circuit schemes have been developed

to counter PAAs. These circuit schemes feature novel pre-charge generation, voltage

scaling with leakage power minimization and early propagation effect (EPE) resis-

tance mechanisms. The basic scheme features low power circuitry and extremely

low peak power variation. A particular variation of this scheme features superior

EPE characteristics at the cost of marginal increase in power and area over the basic

scheme. The previous chapter dealt with pre-charge generation from the bottom. In

this chapter, other two kinds of pre-charge generations will be explored. Bottom pre-

charge is expensive in terms of area but it provides highest form of resistance from

power attacks, timing attacks and early propagation effects. In this chapter, two area

efficient pre-charge logic are proposed although bottom pre-charge is slightly superior

in terms of resistance of overall security.

Te two pre-charge logics described here are, top pre-charge logic and top-bottom

pre-charge logic. The operation of the customized designs has three aspects, viz.

(i) pre-charge generation; (ii) realization of normal (un-complemented) and comple-

mented functions with path balanced BDDs; (iii) voltage scaling and leakage power

minimization for reducing total power consumption.

The operation of the customized designs is first described using a basic cell sup-

porting fourteen logic functions including AND, OR, XOR, NOT, NAND, NOR.

57
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While any logic can be constructed using this basic cell, more optimized circuit real-

ization is possible by utilizing the normal and the complemented function realisations

with path balanced BDDs. This is illustrated through the design of two different S-

boxes:- Lucifer [40] and Present [9]. Experimental results obtained with the basic cell

and the two S-box realisations demonstrate that our logic outperforms DP-BDD and

SDMLp in terms of peak power variation, average power consumption and average

current consumption while exhibiting comparable propagation delay.

In section 4.1, our BDD based synthesis technique has been elaborated. Design

of a basic cell with fourteen logic functions and two different S-boxes, all constructed

using our technique, is given in section 4.3 and section 4.3. The chapter is concluded

in section 4.4.

4.1 BDD based circuits with various other features

Here a BDD based logic synthesis approach for countering PAAs with two different

pre-charge generation logics are describe As indicated in Fig. 4.1 and Fig. 4.2, our

approach has three aspects.

4.1.1 Aspect-1: Pre-charge generation

We propose two different types of pre-charge circuits, each having their own merits,

as described next.

Top pre-charge logic

A PMOS transistor P1 and an NMOS transistor N1, such that their gates are tied

together and the drain of P1 is connected to the drain of N1, which drives the input of

the inverter I1, to regenerate the output of the BDD network which feeds to the source

of N1. This circuitry is shown in the Fig. 4.1 in the box labeled Aspect 1. It operates

in two phases.

Pre-charging phase: When pre-charge is 0, transistor N1 is OFF; so, no output from
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Figure 4.1: The three aspects of BDD based logic operation with top pre-charge logic.

the BDD network reaches the pre-charge circuit. However, since transistor P1 is ON,

voltage from VDD comes to the pre-charge circuit and after inversion produces 0 as

output.

Evaluation phase: When pre-charge is 1, transistor N1 is ON and transistor P1 is OFF;

consequently, BDD network output reaches the inverter I1 and produces the inverted

output.

Top-bottom pre-charge logic

It consists of a transistor PMOS (P1) along with an inverter (I1) connected to the top

of the BDD network and two NMOS transistor(N1 and N2) connected to the input

nodes of the BDD network as shown in Fig. 4.3 (b). It operates in the following two

phases.

Pre-charging phase: When pre-charge is 0, transistor N1 and N2 are OFF; so, no input

reaches the BDD network. Since transistor P1 remains ON, voltage comes from the
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Figure 4.2: The three aspects of BDD based logic operation with top-bottom pre-

charge logic.

VDD and after inversion produces the output 0.

Evaluation phase: When pre-charge is 1, transistor N1 and N2 are ON and P1 is OFF;

so, input comes through the BDD network, reaches the inverter I1 and produces the

inverted output.
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Figure 4.3: Basic structure of the basic cell with (a) top pre-charge logic, (b) top-

bottom pre-charge logic.

4.1.2 Aspect-2: BDD based realisation of logic functions through

the network

A BDD [12] is a graphical representation of a Boolean function. It is a folded binary

tree where the input variables appear as the intermediary nodes and 0 and 1 as the

terminal nodes, and each edge is labeled with 0 or 1 to denote the possible valuations

of the variable appearing at the node from which the edges emanate. Given an assign-

ment of 0s and 1s to the Boolean variables, one starts at the root node of the BDD and

01

(b)

01

(a)

x

y

x

y y-d

Figure 4.4: (a) BDD for x+ y (b) BDD for x+ y after dummy node insertion.
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Figure 4.5: Pass transistor logic based circuit realization from a BDD.

travels down the tree according to the assigned values; the value of the terminal node

reached gives the corresponding Boolean function’s value. For example, Fig. 4.4(a)

shows the BDD corresponding to the Boolean function x+ y.

For realization of circuits, pass transistor logic (PTL) has been used and each de-

cision branch is replaced by two NMOS transistors with complemented gate voltages.

PTL based circuit realization from a BDD is shown in Fig. 4.5. To increase the effi-

cacy of the circuits against PAAs, the following measures have been taken.

Effective variable ordering: A good variable ordering reduces the size of the BDD.

Dummy nodes: The ROBDD generated, however, may not have all the paths of the

same length. Therefore, if the input signals pass through different number of stages

of the same BDD based circuit, then there will be a difference in their delay times,

and consequently, in the arrival of the outputs. This may lead to EPE which, in turn,

may lead to sophisticated data dependent attacks [27]. To avoid the difference in delay

times, dummy nodes are added so that delay timings of all the paths in the BDD are

equalized. As a result, computation along each decision branch will be through same

number of transistors giving rise to identical delays. This is shown in Fig. 4.4(b),

where y-d represents the node y as a dummy node.

Complemented tree: Power consumption occurs due to charging and discharging of

capacitors in a circuit. To make the total charging and discharging power constant,

the complemented tree is constructed; therefore, while one BDD tree produces the

Output, the other produces Output. The complemented BDD is realized by inverting

the leaf node values of the original BDD, thus the circuit geometries remain invariant.
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4.1.3 Aspect-3: Voltage scaling and leakage power minimization

Voltage scaling: The voltage scaling approach has been used to reduce the total power

dissipation. Energy dissipation of a single transistor is 1
2CL(V DD)2, where CL is the

load capacitance of the transistor and VDD is the supply voltage. Thus, the total

energy is directly proportional to the square of the supply voltage. In our design, the

circuit works on a lower supply voltage when pre-charge is 0 (pre-charge phase) and

works on a higher supply voltage when pre-charge is 1 (evaluation phase). Therefore,

the circuit achieves lower power dissipation without impeding the data invariant power

dissipation properties.

Leakage reduction: Note that in sub-90nm technology, a significant part of the

overall power consumption is due to leakage power. Leakage current is inversely

proportional to the threshold voltage Vth of the transistor. To minimize the leakage

current of the circuit and thereby the overall power consumption, the transistors P1
and P2, and the load transistors of the inverters I1 and I2 in Fig. 4.2 are chosen to

have high value Vth. Similarly the transistors P1 and P2, and the load transistors of

the inverters I1 and I2 in Fig. 4.1 are chosen to have high value Vth.

The operational steps of the circuit in Fig. 4.2 synthesized by combining the three

aspects is elaborated below.

When pre-charge (Pre) is zero, the transistors N1 and N2 remain OFF, so no in-

put reaches the BDD network. However, the transistor P1 remains in ON state, and

thus the supply voltage VDDL flows through the transistor and after getting inverted

produces 0 at Output. Thus, the output is always 0 (independent of the input value)

when pre-charge is zero. When Pre is one, P1 remains OFF while N1 and N2 remain

ON. Hence, the input signals flow through the BDD tree of Aspect 2 and produces

the inverted output at Output. Since signal strength reduces during propagation, the

VDDH is connected to the inverter I1 to restore the signal strength at the time of out-

put. Note that the circuit is driven by a lower supply voltage VDDL when Pre is 0,

thus reducing the total power requirement of the circuit. The complementary circuit

Fig. 4.2(b) operates in a similar manner.

In Fig. 4.1(a), the transistor P1 remains ON and N1 remains OFF when Pre is

0, thus producing 0 at Output; whereas, when Pre is 1, the states of the transistors
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reverse and the inverted output is produced at Output. Thus, the basic functionality

of the circuits in Fig. 4.1 and Fig. 4.2 remains the same.

4.2 Applications of BDD based logic with top-bottom

pre-charge

In this section, design of circuits with NMOS and PMOS based top-bottom pre-charge

logic has been elaborated. Design of basic cell has been discussed first then complex

circuit structures of two different substitution boxes have been elaborated. Output

power and current waveforms are statistically analyzed with the objective of reveal-

ing the system key are also plotted. Power and current waveforms are generated by

simulating schematic capture. Details of the tool used are given below.

− Design Tool: Cadence Virtuoso IC design tool

− Technology: UMC 65nm process technology

− Version : 5.1.41

− Process technology specification: mixed mode/RF

− Operating temperature : 30◦C

− Supply Voltage : 0.9 – 1.1 volt

− Operating frequency : 500 MHz

4.2.1 BDD based basic cell design

A single basic cell has been designed to realize several logic functions using multi-

plexing based on the aspects mentioned above. The power/current characteristics of

the cell must remain invariant to the inputs to ensure PAA resistance. Depending on

the select line of the MUX and the input parameters, fourteen logic functions includ-

ing AND, OR, XOR, NOT, NAND, NOR can be realized as shown in Table 4.1. In
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Table 4.1: Basic cell functions using multiplexing

Input0 Input1 Select out put out put

A B B A.B A.B

B A B A+B A+B

A A B A.B+A.B A.B+A.B

B A S A.S+B.S A.S+B.S

A B B A.B A+B

B A B A+B A.B

A A A A A

this table, A and B denote the inputs and S denotes the select line of the MUX. De-

sign of the basic cell with voltage scaling and top-bottom pre-charge logic is shown

in Fig. 4.6 and its layout is given in Fig. 4.7. The power and the current waveforms

of the basic cell with top-bottom pre-charge logic is given in Fig. 4.8 and Fig. 4.9,

respectively.

Experimentation is done with the above mentioned tool. All possible input com-

binations are applied to the basic multiplexer circuit. Glitch free outputs with accept-

able voltage level are generated. This current waveform is symmetric in nature which

makes it hard for the attackers to analyze the variance of power with different input

combinations; simulation period is 1 µs.

4.2.2 BDD based S-box designs with top-bottom pre-charge logic

Lucifer is the earliest block cipher [40], whereas, Present is a modern lightweight

block cipher [9]. The S-box used in both is 4bit × 4bit; function S: F2
4 → F2

4. The

actions of these S-boxes in hexadecimal notation is given in Table 4.2. Each hexadeci-

mal input x represents the four input bits of the S-box, numbered as V0, V1, V2 and V3.

The corresponding output S[x] represents the four output bits of the S-box, numbered

as out0, out1, out2, and out3. Thus, each output bit is basically a function of the

four input bits. The unbalanced ROBDDs obtained from the CUDD tool for the output

bits of the Lucifer and the Present S-boxes and their corresponding balanced BDDs,
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Input0Input0

Figure 4.6: Design of the BDD based basic cell with voltage scaling and top-bottom

pre-charge logic.

generated by our tool, are already shown in Fig. 5.1 and Fig. 5.2, respectively. The

power waveforms of our Lucifer and Present S-box implementations can be found in

Fig. 4.12 and Fig. 4.13, respectively.

Table 4.2: Present and Lucifer S-box functions

Lucifer
x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C F 7 A E D B 0 2 6 3 1 9 4 5 8

Present
x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C 5 6 B 9 0 A D 3 E F 8 4 7 1 2

Experimentation is done with the above mentioned tool. All possible input combi-

nations are applied to two S-box circuits. Glitch free outputs with acceptable voltage

level are generated. This current waveform is symmetric in nature which makes it hard

for the attackers to analyze the variance of power with different input combinations;

simulation period is 1 µs.
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Figure 4.7: Layout of the basic cell with top-bottom pre-charge generation logic.

4.3 Applications of BDD based logic with top pre-charge

In this section, design of circuit with NMOS and PMOS based top pre-charge logic

has been elaborated. Design of basic cell has been discussed first then complex circuit

structures of two different substitution boxes have been elaborated. Output power and

current waveform which are statistically analyzed by attackers to reveal the system key

are also plotted. Power and current waveforms are generated by simulating schematic

capture. Details of the tool are given below.

− Design Tool: Cadence Virtuoso IC design tool

− Technology: UMC 65nm process technology

− Version : 5.1.41

− Process technology specification: mixed mode/RF

− Operating temperature : 30◦C

− Supply Voltage : 0.9 – 1.1 volt

− Operating frequency : 500 MHz
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Figure 4.8: Power waveform characteristics of the basic cell with top-bottom pre-

charge generation logic: time (ns) vs power (µW).

Figure 4.9: Current waveform characteristics of the basic cell with top-bottom pre-

charge generation logic: time (ns) vs current (mA).

4.3.1 Basic Cell design using top pre-charge logic

Depending on the select line of the MUX and the input parameters, fourteen logic

functions including AND, OR, XOR, NOT, NAND, NOR can be realized as shown in

Table 4.1. In this table, A and B denote the inputs and S denotes the select line of the

MUX. Design of the basic cell with voltage scaling of top pre-charge logic is shown

in Fig. 4.14. The power and the current waveforms of the basic cell with top-bottom

pre-charge logic is given in Fig. 4.15 and Fig. 4.16, respectively.

Experimentation is done with the above mentioned tool. All possible input com-

binations are applied to the basic multiplexer circuit. Glitch free outputs with accept-

able voltage level are generated. This current waveform is symmetric in nature which

makes it hard for the attackers to analyze the variance of power with different input
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Figure 4.10: Unbalanced and balanced BDDs for the output bits of the Lucifer S-box

highlighting the dummy nodes inserted.

combinations; simulation period is 1 µs.

4.3.2 BDD based S-box designs with top pre-charge logic

Lucifer [40] and Present [9] are well-known block ciphers. The S-box used in both is

4bit × 4bit; function S: F2
4→ F2

4. Each input is represented by the four input bits of

the S-box, numbered as V0, V1, V2 and V3. The corresponding output is represented

by the four output bits of the S-box, numbered as out0, out1, out2, and out3. Thus,

each output bit is basically a function of the four input bits.

The power waveforms of our Lucifer and Present S-box implementations can be

found in Fig. 4.17 and Fig. 4.18, respectively.

Experimentation is done with the above mentioned tool. All possible input combi-

nations are applied to two S-box circuits. Glitch free outputs with acceptable voltage

level are generated. This current waveform is symmetric in nature which makes it hard

for the attackers to analyze the variance of power with different input combinations;

simulation period is 1 µs.
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Figure 4.11: Unbalanced and balanced BDDs for the output bits of the Present S-box

highlighting the dummy nodes inserted.

4.4 Conclusion

In this chapter, a novel area efficient balanced BDD based dual-rail circuit design tech-

nique with two different types of pre-charge generation mechanisms along with volt-

age scaling is proposed. Both the designs feature low power and extremely low peak

power variation. Of the two designs, the one involving top-bottom pre-charge pro-

vides greater security against EPE than that of top pre-charge at the cost of marginal

increase in power and area.
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Figure 4.12: Power waveform characteristics of the Lucifer S-box with top bottom

pre-charge generation logic: time (ns) vs power (µW).

Figure 4.13: Power waveform characteristics of the Present S-box with top bottom

pre-charge generation logic: time (ns) vs power (µW).
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Figure 4.14: Design of the BDD based basic cell with voltage scaling and top pre-

charge logic.
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Figure 4.15: Power waveform characteristics of the basic cell with top pre-charge

generation logic: time (ns) vs power (µW).

Figure 4.16: Current waveform characteristics of the basic cell with top pre-charge

generation logic: time (ns) vs current (mA).
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Figure 4.17: Power waveform characteristics of the Lucifer S-box with top pre-charge

generation logic: time (ns) vs power (µW).

Figure 4.18: Power waveform characteristics of the Present S-box with top pre-charge

generation logic: time (ns) vs power (µW).



Chapter 5

Automated synthesis scheme

A simple synthesis algorithm for mapping given Boolean functions to PAA resistant

BDD based circuits is presented in this chapter. The automated synthesis process

of such circuits involves the following steps: (i) ROBDD based logic minimization

with normal and complemented functions; (ii) insertion of dummy nodes for path bal-

ancing, pre-charge nodes for pre-charge logic and regenerative nodes for fanout; (iii)

converting the resulting BDD structure to transistor-level Verilog code. The method-

ology which described in the previous two chapters has been automated to generate

transistor-level Verilog code; the key steps of automation have been described in sec-

tion 5.1. If the depth of the BDD is too high for direct realisation by PTL a partition

procedure is followed. This is described in section 5.2. Application of this process is

demonstrated through the realisation of the AES S-box in section 5.3. The chapter is

concluded in section 5.4

5.1 Automatic synthesis of Verilog code

In this section, we describe the automatic synthesis process of Verilog code from

a given Boolean function. The key steps involved are as follows:

Step 1 - ROBDD Generation: The input to this step is a Boolean function and its

output is the corresponding ROBDD. This step is carried out using the CUDD tool [39]

which first generates the BDD from the given function and then reorders the involved

75
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Algorithm 1 balanceBDD (BDD_node node)
Inputs: BDD graphs;

Outputs: BDD graphs with dummy nodes;

1: if node is a leaf node – representing 0 or 1 then
2: return 0 or return 1, respectively;

3: end if
4: lh:= Height of the left sub-tree of node;

5: rh:= Height of the right sub-tree of node;

6: if lh > rh then
7: Insert (lh − rh) dummy nodes in the left sub-tree of node;

8: else if lh < rh then
9: Insert (rh − lh) dummy nodes in the right sub-tree of node;

10: end if
11: if node.leftChild and node.rightChild are leaf nodes then
12: if node.leftChild= 0 and node.rightChild= 0 then
13: Replace node by 0;

14: else if node.leftChild = 1 and node.rightChild= 1 then
15: Replace node by 1;

16: else if (node.leftEdge).label 6= node.leftChild then
17: Replace node by node; /* i.e., feed the complement of node if its branches (corresponding to

0 and 1) terminate in oppositely labeled leaf nodes */

18: end if
19: else
20: return balanceBDD (node.leftChild);

21: return balanceBDD (node.rightChild);

22: end if

variables using in-built heuristics to get the final ROBDD. The ROBDD generated by

by CUDD may have path of different lengths.

Step 2 - Balanced BDD Generation: This step takes the ROBDD produced in the

previous step as input and produces the corresponding path length balanced BDD.

The outline of the algorithm used for balancing is given in Algorithm 1. It is to be

noted that whenever a difference in heights of the left and the right sub-trees for some

node in a BDD is found, the algorithm tries to insert in the shorter sub-tree a dummy

node which corresponds to the variable that occurs at the same depth in the longer sub-

tree. This is realized with minimal hardware overhead via the fingering mechanism of

implementing transistors. This is done in steps 4 to 10 of Algorithm 1.

The number of transistors required to realize a balanced BDD can be further re-
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duced if the input variable (and/or its complement) which occurs at the lowest level of

the BDD is directly fed to the implementing circuit. Specifically, a BDD node v whose

both the emanating branches terminate in the leaf node 0 can be replaced by the input

0, a similar convention is used if both the branches terminate in 1; if the emanating

branches corresponding to 1 and 0 terminate in the leaf nodes 1 and 0, respectively.

In that case the node can be replaced by v itself, whereas, if its branches terminate in

oppositely labeled leaf nodes, then the BDD node can be replaced by v (steps 14 to

21 of Algorithm 1). This modification is illustrated in Fig. 5.3 which is obtained from

the balanced BDD of Fig. 5.2(h). It is to be noted that the graph shown in Fig. 5.3 is

not strictly a BDD but conforms to Shannon’s decomposition, nevertheless. These are

done in steps 12 –18 of algorithm 1.

The BDD resulting from 1 has the property that all paths from the root to the

leaf nodes are of identical length. This ensures that computation along each decision

branch of the BDD will be through the same number of transistors, thus giving rise

to identical delays. This ensures that the prime requirement for DPA resistance of the

synthesised transistor network is satisfied. For the physical circuits to be secure, it

is also important that the physical design of the circuits should not disturb the delay

equalisation achieved at the transistor level design.

Step 3 - Verilog Generation: Verilog netlist generation has of four parts. (i) Verilog

generation for pre-charge node. (ii) Verilog generation for normal BDD node. (iii)

Verilog generation for dummy nodes. (iv) Verilog generation for swing restorations.

(For Bottom pre-charge)

Here modular structural Verilog code is generated. At the top-level, instances of

the four modules have been generated; these instances are generated according to the

generated BDDs.

The modules in Verilog corresponding to a BDD node, an inverter and a top-

bottom pre-charge node are given below.

module bdd_node (out, input0, input1, selectBar, select);

output out;

input input0, input1, selectBar, select;

nmos ( out, input0, selectBar );
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nmos ( out, input1, select );

endmodule

module inverter (out, in);

output out;

input in;

supply1 power;

supply0 ground;

pmos ( out, power, in );

nmos ( out, ground, in );

endmodule

module precharge_topBottom (out, pre, input0,

input1, selectBar, select);

output out;

input input0, input1 , selectBar, select, pre;

wire inpBDD0, inpBDD1, outpre;

inverter inv1 ( outpre, out );

bdd_node B1 ( outpre, inpBDD0, inpBDD1,

selectBar, select );

pmos ( outpre, power, pre );

nmos ( inpBDD0, input0, pre );

nmos ( inpBDD1, input1, pre );

endmodule

Having defined these modules, a BDD node can be realized as an instance of

the module bdd_node, such as the one defined below. Once we have generated the

code corresponding to a BDD tree, we reproduce the same code with the final output

(corresponding to the root node) and the original inputs VDD and GND (corresponding

to the leaf nodes 1 and 0, respectively) inverted; this gives us the complement of the

original BDD tree.

bdd_node node_v3 ( out_v3, inp0_v3, inp1_v3,

selectBar_v3, select_v3 );

The modules in Verilog corresponding to a BDD node and a top pre-charge node
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are given below. In the latter code, the module bdd_inv corresponds to the inverter

whose code has been given next.

module bdd_node (out, inp0, inp1, selectBar, select);

output out;

input inp0, inp1, selectBar, select;

nmos ( out, inp0, selectBar );

nmos ( out, inp1, select );

endmodule

module bdd_pre_top ( outpre, inpre, pre );

output outpre;

input inpre, pre;

wire out;

bdd_inv inv1 ( outpre, out );

pmos ( out, power, pre );

nmos ( out, inpre, pre );

endmodule

For the symmetric NMOS the modules in Verilog corresponding to a BDD node,

an inverter, a pre-charge node and a node for swing restoration and voltage scaling

combined are given below.

module bdd_MUX ( out, inp0, inp1, selectBar, select );

output out;

input inp0, inp1, selectBar, select;

nmos ( out, inp0, selectBar );

nmos ( out, inp1, select );

endmodule

module bdd_inv ( out, in );

output out;

input in;

supply1 powerHigh;

supply0 ground;

pmos ( out, powerHigh, in );



80 Chapter 5 Automated synthesis scheme

nmos ( out, ground, in );

endmodule

module bdd_pre ( outBDD, inpBDD, pre, preBar );

output outBDD;

input inpBDD, pre, preBar;

nmos ( outBDD, inpBDD, pre );

nmos ( outBDD, power, preBar );

endmodule

module bdd_swing_scaling ( outswing, inpBDDnet, powerLow );

output outswing;

input inpBDDnet;

inout powerLow;

bdd_inv inv1 ( outswing, inpBDDnet );

pmos ( outswing, powerLow, inpBDDnet );

endmodule

Having defined these modules, a BDD node can be realized as an instance of the

module bdd_node, such as the one defined below. Once we have generated the code

corresponding to a BDD tree, we reproduce the same code with the final output (cor-

responding to the root node) and the original inputs VDD and GND (corresponding to

the leaf nodes 1 and 0, respectively) inverted; this gives us the complementary of the

original BDD tree.

The time complexity for Algorithm 1 is O(n2) in the worst case, where n is the

number of nodes in the BDD tree. One of the scenarios where the worst case occurs is

when all the non-leaf nodes is the left child of its parent node and they have one of the

leaf nodes (0 or 1) as their right child. The unbalanced and balanced BDDs for the

output bits of the Lucifer and the Present S-boxes with dummy nodes added are given

in Fig. 5.1 and Fig. 5.2, respectively; the balanced BDDs are obtained by applying

Algorithm 1 and given in Fig. 5.1 and Fig. 5.2 respectively

5.2 Partitioning the large BDDs

If the depth of the BDD is too much say greater than five then the direct PTL

realisation does not work. Since signal strength decreases with every node traversed,
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Algorithm 2 balanceBDDlarge(BDD_node node,Integer emphhop)
Inputs: BDD graphs;

Outputs: BDD graphs with hops and dummy node;

1: if node is a leaf node – representing 0 or 1 then
2: return 0 or return 1, respectively;

3: end if
4: lh:= Height of the left sub-tree of node;

5: rh:= Height of the right sub-tree of node;

6: if lh> rh then
7: Insert (lh −rh) dummy nodes in the left sub-tree of node;

8: else if lh < rh then
9: Insert (rh − lh) dummy nodes in the right sub-tree of node;

10: end if
11: if (node.depth % hop) = 0 then
12: Insert two repeaters as the left and the right child of node;

13: end if
14: if node.leftChild and node.rightChild are leaf nodes then
15: if node.leftChild= 0 and node.rightChild= 0 then
16: Replace node by 0;

17: else if node.leftChild = 1 and node.rightChild= 1 then
18: Replace node by 1;

19: else if (node.leftEdge).label 6= node.leftChild then
20: Replace node by node; /* i.e., feed the complement of node if its branches (corresponding to

0 and 1) terminate in oppositely labeled leaf nodes */

21: end if
22: else
23: return balanceBDD (node.leftChild);

24: return balanceBDD (node.rightChild);

25: end if

in such situation repeaters double inverters have to be added to boost the signal after a

certain number of nodes (parameterised as hop) along a path as shown in Algorithm 2.

Inserting regenerative nodes after certain number of transistors acts like BDD par-

titioning. Output is generated for small BDDs with manageable number of transistors

in a chain. The inserted regenerative node acts like buffer. It passes the same logic

value with acceptable signal strength for driving the output capacitor. Note that re-

peater insertion is due in this 11-13 in the algorithm 2.
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5.3 Automated synthesis of AES

The Advanced Encryption Standard (AES) is a standard encryption techniques devel-

oped by the U.S. National Institute of Standards and Technology (NIST) in 2001. AES

uses Rijndael S-box. It is a block cipher which provide a secure encryption mecha-

nism. AES is a symmetric block cipher based on SP networks. Each hexadecimal

input x represents the eight input bits of the S-box, numbered as V0, V1, V2 V3, V4,

V5, V6 and V7. The corresponding output S[x] represents the four output bits of the

S-box, numbered as out0, out1, out2, out3, out4, out5, out6 and out7. Thus, each

output bit is a function of the eight input bits. Our structure of AES-out0 is shown

in the Fig. 5.5, Though for PTL implementation signal strength is degraded by Vth

value of the NMOS transistor after traversing single BDD node. To maintain outputs

with the proper voltage level regenerative node is necessary. In this synthesis mech-

anism user can specify the number of transistor path after which regenerative node

would be inserted. Here R represent repeater node. And d represent dummy nodes.

Regenerative node is acting like a buffer.

Automated Verilog code of out0 with top pre-charge logic is given. Codes for

other modules are similar and so are not given here.

module bdd_MUX ( out, inp0, inp1, selectBar, select );

output out;

input inp0, inp1, selectBar, select;

nmos ( out, inp0, selectBar );

nmos ( out, inp1, select );

endmodule

module bdd_inv ( out, in );
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output out;

input in;

supply1 power;

supply0 ground;

pmos ( out, power, in );

nmos ( out, ground, in );

endmodule

module bdd_pre_top ( outpre, insbox, pre );

output outpre;

input insbox, pre;

wire out;

bdd_inv inv1 ( outpre, out );

pmos ( out, power, pre );

nmos ( out, insbox, pre );

endmodule

module bdd_Sbox ( uOUTPUT, cOUTPUT, INPUT0, INPUT1, pre );

output uOUTPUT, cOUTPUT;

input INPUT0, INPUT1, pre;

/* Detail Connection is Omitted */

endmodule
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5.4 Conclusion

An automatic synthesis tool based on our all design mechanism has also been de-

veloped which generates transistor level Verilog code. It has there key steps: (i)

ROBDD Generation (ii) Balanced BDD Generation (iii) Partitioning the large BDDs

into smaller BDD with manageable height. (iv)Verilog Generation. This has been

successfully tested by synthesising the Verilog netlist of the AES stream cipher.



5.4 Conclusion 85

v3

v2

v0v0

v1 v1

0 1

v3

v2 v0

v0 v1 v1

0 1

(a) Unbalanced BDD (out0) (b) Balanced BDD (out0)
v2

v0

v1

v0 v0

0

v3

1

v3

v2

v1-d v1

v0 v0 v0

v3-d v3

0 1

v3-dv3 v3-d

(c) Unbalanced BDD (out1) (d) Balanced BDD (out1)
v3

v2

v0 v0

0

v1v1

1

v3

v2 v2-d

v0-d v0

v1-d v1 v1

0 1

v1-d

v0

(e) Unbalanced BDD (out2) (f) Balanced BDD (out2)
v1

v3v3

v0v0 v0

1 0

v2v2

v1

v3 v3

v0-d v0v0 v0

v2-d v2 v2-d

1 0

v2 v2-d

(g) Unbalanced BDD (out3) (h) Balanced BDD (out3)
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Chapter 6

Experimental results with different
process technology

The objective of our experimentation is two fold, (i) to demonstrate resistance to

power attacks and (ii) to highlight the low power characteristics. Towards the first

objective we have carried out differential power attacks such as, difference of mean

(DoM) and correlation power attack (CPA). We demonstrate resilience against the the

early propagation effect (EPE). Six 2-input basic cell and two 4×4 S-boxes are used

for experimental benchmark.

We further our experimentation by constructing two encryption system, viz Lu-

cifer and Present. Each of these require four copies of an S-box specific to each

system. DoM based DPA attack [26] and CPA attack [28] are performed on our S-box

implementations with all our pre-charging schemes. We used 40,000 random vectors

to launch a DoM attack on this system and obtained 700,000 power traces. For each

of the possible 16 keys, we plot the difference of mean of power dissipation for each

of the output bits of the S-box. CPA attacks exploit the correlation factor between the

power samples and the hamming weights of the handled data [28]. Accordingly, we

plot the power dissipation for all the possible 256 combinations of the plain texts and

the keys. Detail of experimentation for our various pre-charging schemes are given

next. The details of the tool used for the designs and the simulations are listed below.

− Design Tool: Cadence Virtuoso IC design tool

89
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− Technology: UMC 65nm process technology

− Version : 5.1.41

− Process technology specification: mixed mode/RF

− Operating temperature : 30◦C

− Supply Voltage : 0.9 – 1.1 volt

− Operating frequency : 500 MHz

The experiments were carried out cover the following aspects.

a) Comparison of our technique with that of DP-BDD and SDMLp in terms of

standard attributes

b) Establish DPA attack resistance of our S-box implementations

c) Establish CPA attack resistance of our S-box implementations

d) Comparison of our S-box designs with the other two design styles in terms of

normalized attributes defined in [43]

e) Establish EPE attack resistance of our S-box implementations

The normalized energy deviation (NED) and normalized standard deviation (NSD) [43]

which are defined as follows.

NED = (max(E) − min(E)) / max(E)

NSD = σE/E, where σ and E are standard deviation and mean respectively, calcu-

lated per complete clock cycle. Energy consumption is given by the formula E =

VDD ·
∫ T

0 IDD(t)dt this is computed by the cad tool.

All possible input combinations are applied to both S-box circuits and the basic

cells. Glitch free outputs with acceptable voltage level are generated. For the purpose

of comparison, competing methods are also implemented with identical parameters

used for our circuits.
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Rest of the chapter oranised as follows: Experimentation for bottom-pre charge

logic in 180nm technology is given in section 6.2. Experimentation with 65nm tech-

nology for symmetric NMOS based pre-charge logic, top-bottom pre-charge logic and

top pre-charge logic is given in section 6.3, 6.4 and section 6.5 respectively.

6.1 Experimentation for bottom-pre charge logic in 180

nm technology

The details of the tool used for the designs and the simulations are listed below.

− Design Tool: Cadence Virtuoso IC design tool

− Technology: UMC 180nm process technology

− Version : 6.1.4

− Process technology specification: mixed mode/RF

− Device : 180nm mixed mode

− Operating temperature : 30◦C

− Supply Voltage : 1.8 volt

− Operating frequency : 500 MHz

Schematic capture, layout design and post layout simulations have been performed.

Current and power waveforms are plotted. Comparative analysis with a competing

method SDMLp is also done. Moreover, a test circuit using our designs has been

devised and analyzed for DPA resistance.

We further extend our experiment by constructing a test circuit as shown in Fig. 6.1.

Difference of mean (DoM) power attack [28] has been performed on this circuit. For

DoM power attack, power traces and their corresponding cipher text values are col-

lected. The attacker guesses a byte of the key (key hypothesis), and computes the

intermediate value. The attacker then partitions the power traces into two disjoint sets

depending upon whether the targeted computed bit is 0 or 1. The mean for each set is
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XOR

4x4 S−box

Plain text [3,0]

Key [3,0] Cipher text [3,0]

Figure 6.1: Evaluation of DPA resistance by computing DoM.

Figure 6.2: Current waveform generated by the attack.

computed. The key hypothesis is considered to be correct, if there occurs a significant

difference between the means. This process is then repeated for the rest of the bytes

of the key.

In Fig. 6.1, a plain text and a (constant) secret key have been XOR-ed and sent

through the S function. The function S is a typical 2 bit addition function. Every time

it reads 6 input bits and produces 4 outputs, sum0, sum1, carry, and carry. Continuous

different plain text has been sent for 600ns where each text duration (evaluation pe-

riod) is 20ns and pre-charge phase is 10ns. Variations of power for 0, and separately

for 1, in the least significant bit of the plain text have been monitored. The power trace

obtained is found to be a repetitive power waveform with small peak power variation

of 0.58mW. Hence, the DoM power attack fails in revealing the secret key, signifying

that the test circuit is indeed DPA resistant. The current and the power waveforms

generated by the attack are given in Figs. 6.2 and 6.3, respectively.

A comparative analysis is done with a competing method SDMLp [35]. It is to

be noted that in [35] 90nm technology has been used, but for our experimentation

their basic cell has been reproduced using 180nm technology. The results are given

in table 6.1. It has been found that the peak power variance (PPV) for SDMLp is

39.7mW while for our method it is 0.03mW. Thus, the PPV for our cell is lesser
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Figure 6.3: Power waveform generated by the attack.

Table 6.1: Comparison between SDMLp and Our method
Parameter SDMLp Our

PPV (mW) 39.7 0.03

Area (#transistors) 12 18

Delay (ns) 0.11 0.18

than that of SDMLp by 1300 times. The area taken by a basic cell of SDMLp is 12,

whereas for us it is 18 in terms of the number of transistors used. The propagation

delay for SDMLp is 0.11ns while it is 0.18ns for us. Since PPV directly implies the

DPA resistance of a circuit (the lesser being the better), it can be concluded that the

proposed design outperforms that of SDMLp by large, at the cost of minimal increase

in area and propagation delay.

6.2 Experimentation for bottom-pre charge logic in 65

nm technology

We describe the experiments carried out to establish the PAA resistance of our im-

plementation with PMOS and NMOS transistor based bottom pre-charge logic of the

basic cell and Present S-box [9]. Through the experiments described below, we char-

acterize peak power variance, average power, average current and propagation delay

for our design and make comparison of these parameters with that of DP-BDD [3]

and SDMLp [35]. Schematic capture and standard spectra simulations have been

performed, and current and power waveforms are plotted. The results are given in
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Table 6.2: Comparison with other methods with bottom pre-charge logic

Circuit Peak Power Variance (µW) Average Power (µW) Average Current (µA) Propagation Delay (ns)

/ S-box DPBDD SDMLp Our DPBDD SDMLp Our DPBDD SDMLp Our DPBDD SDMLp* Our

AND 835.33 15.82 0.41 3.91 8.52 2.90 3.68 7.64 2.63 0.05 0.11×2 0.13

OR 1092.11 31.55 3.13 3.86 8.48 3.95 3.63 7.61 3.65 0.05 0.11×2 0.13

XOR 594.33 13.21 1.54 4.30 8.61 3.93 4.04 7.73 3.57 0.06 0.11×2 0.16

NAND 835.33 15.82 0.41 3.91 8.52 2.90 3.68 7.64 2.63 0.05 0.11×2 0.13

NOR 1092.11 31.55 3.13 3.86 8.48 3.95 3.63 7.61 3.65 0.05 0.11×2 0.13

XNOR 594.33 13.21 1.54 4.30 8.61 3.93 4.04 7.73 3.57 0.06 0.11×2 0.16

MUX 564.16 31.01 0.41 4.51 11.00 2.90 4.22 10.10 2.63 0.05 0.10×2 0.13

Avg 775.95 21.74 1.37 4.14 8.88 3.42 3.89 8.01 3.12 0.05 0.11×2 0.13

Present 41991.22 6965.04 17.1 96.44 226.83 30.51 92.26 206.79 27.73 0.14 0.19×2 0.33

*It may be noted that SDMLp has a twin cycle operation as described in section 1 .

Table 6.2.

6.2.1 Comparison in terms of standard attributes

Experimental results in Table 6.2 demonstrate a significant reduction by 99.82% and

93.69% in peak power variance (PPV) with respect to DP-BDD and SDMLp, respec-

tively, for the basic cell. A reduction of about 17.39% in both average power and

average current consumption is observed for the DP-BDD implementation of the ba-

sic cell whereas, for SDMLp, these parameters are found to be reduced by 61.48%. A

greater reduction in average power and average current consumption is observed for

the S-box implementations. While determining the propagation delay, we found that

our method exhibits considerable more delay than that of DP-BDD but it is 40% less

compared to that of SDMLp.

6.2.2 DPA attack resistance

We further our experiment by constructing a cryptographic system as shown in Fig. 6.1.

Difference of mean (DoM) based DPA attack [26] and CPA attack [28] are performed

on both of our S-box implementations. We used 30,000 random vectors to launch a

DoM attack on this system and obtained 500,000 power traces. For each of the possi-

ble 16 keys, Fig. 6.4 plots the difference of mean of power dissipation for each of the

output bits of the Present S-box.
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Figure 6.4: DPA attack on bottom pre-charge logic design: Present S-box output bits

vs power (µW).

6.2.3 CPA attack resistance

CPA attacks exploit the correlation factor between the power samples and the ham-

ming weights of the handled data [28]. Accordingly, we plot the power dissipation for

all the possible 256 combinations of the plain texts and the keys as shown in Fig. 6.5

where points belonging to different hamming weights (ranging from 0 to 4) are high-

lighted with different colours; all the input combinations are found to lie on the same

plane which indicates that they exhibit identical power dissipation.
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Figure 6.5: CPA attack on bottom pre-charge logic Present S-box design: plain text

vs key vs power (µW).

Table 6.3: Comparison with respect to NED and NSD
Normalized energy deviation (NED) Normalized standard deviation (NSD)

DPBDD SDMLp bottom DPBDD SDMLp bottom

Present 0.77242 0.08021 0.0168 0.34301 0.35216 0.0022
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Table 6.4: Delay in output generation for the basic cell by symetric-NMOS based

pre-charge logic
Pre Input0 Input1 Select Time

0 0 0 0 1

0 0 0 1 1
...

...
...

... 1

0 1 1 1 1

1 0 0 0 2
...

...
...

... 2

1 1 1 1 2

6.2.4 Comparison in terms of normalized attributes

In addition, we compare our S-box designs with those of DP-BDD and SDMLp based

on the parameters normalized energy deviation (NED) and normalized standard de-

viation (NSD) [43]. It can be seen from Table 6.3 that NED and NSD of our S-box

implementations are much less than that of the others, which establish the superior

PAA resistance of our hardware designs.

Figure 6.6: Timing response of the four output bits (all 1s) generated by the Present

S-box desin using bottom pre-charge logic: time (ns) vs voltage (V).
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6.2.5 EPE attack resistance

We established that our entire synthesis scheme is EPE attack resistant as follows. The

input signals come from the bottom and produce outputs at the top (swing restoration

part) by traversing paths (which are of equal length) of the BDD network depending

on the switch value of the NMOS transistor. In Table 6.4, we tabulate the delays in

output generation for the basic cell in terms of number of transistor switching. The

basic cell undergoes one transistor switching whenever the pre-charge is 0 and two

transistor switching whenever the pre-charge is 1; recall that whenever pre-charge is

0, the output produced is also 0 irrespective of the inputs provided. Furthermore,

we plot the transient response of the four output bits generated by the Present S-

boxe in Fig. 6.6; we deliberately chose the input combination which produces 1s at

all the output bits of the Present S-box to reveal that the four outputs are generated

simultaneously and hence, launching EPE attack by distinguishing among the delays

in output generation is not viable.

6.3 Experimentation for symmetric NMOS based pre-

charge logic in 65 nm technology

Table 6.5: Comparison with other methods with symetric-NMOS based pre-charge

logic

Circuit Peak Power Variance (µW) Average Power (µW) Average Current (µA) Propagation Delay (ns)

/ S-box DPBDD SDMLp Symetric-

NMOS

DPBDD SDMLp Symetric-

NMOS

DPBDD SDMLp Symetric-

NMOS

DPBDD SDMLp* Symetric-

NMOS

AND 835.33 15.82 1.42 3.91 8.52 2.95 3.68 7.64 2.65 0.05 0.11×2 0.18

OR 1092.11 31.55 3.21 3.86 8.48 2.96 3.63 7.61 2.67 0.05 0.11×2 0.18

XOR 594.33 13.21 3.62 4.30 8.61 2.96 4.04 7.73 2.67 0.06 0.11×2 0.18

NAND 835.33 15.82 1.42 3.91 8.52 2.95 3.68 7.64 2.65 0.05 0.11×2 0.18

NOR 1092.11 31.55 3.21 3.86 8.48 2.96 3.63 7.61 2.67 0.05 0.11×2 0.18

XNOR 594.33 13.21 3.62 4.30 8.61 2.96 4.04 7.73 2.67 0.06 0.11×2 0.18

MUX 564.16 31.01 0.93 4.51 11.00 2.96 4.22 10.10 2.65 0.05 0.10×2 0.16

Avg 775.95 21.74 2.49 4.14 8.88 2.96 3.89 8.01 2.66 0.05 0.11×2 0.18

Lucifer 37841.10 6711.00 1.43 83.33 223.40 41.82 79.72 203.51 38.01 0.15 0.19×2 0.45

Present 41991.22 6965.04 5.60 96.44 226.83 26.56 92.26 206.79 24.14 0.14 0.19×2 0.34

*It may be noted that SDMLp has a twin cycle operation as described in section 1.
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We describe the experiments carried out to establish the PAA resistance of our imple-

mentation with symmetric NMOS transistor based pre-charge logic of the basic cell,

Lucifer S-box [40] and Present S-box [9]. Through the experiments described be-

low, we characterize peak power variance, average power, average current and prop-

agation delay for our design and make comparison of these parameters with that of

DP-BDD [3] and SDMLp [35].

Schematic capture and standard spectra simulations have been performed, and cur-

rent and power waveforms are plotted. The results are given in Table 6.5.

6.3.1 Comparison in terms of standard attributes

Experimental results in Table 6.5 demonstrate a significant reduction by 99.68% and

88.55% in peak power variance (PPV) with respect to DP-BDD and SDMLp, respec-

tively, for the basic cell. The reduction in PPV is recorded to be greater than 99.9% for

the S-box implementations for both DP-BDD and SDMLp. A reduction of about 30%

in both average power and average current consumption is observed for the DP-BDD

implementation of the basic cell whereas, for SDMLp, these parameters are found

to be reduced by 67%. A greater reduction in average power and average current

consumption is observed for the S-box implementations. While determining the prop-

agation delay, we found that our method exhibits considerable more delay than that of

DP-BDD but it is 18% less compared to that of SDMLp.

6.3.2 DPA attack resistance

We further our experiment by constructing a cryptographic system as shown in Fig. 6.1.

Difference of mean (DoM) based DPA attack [26] and CPA attack [28] are performed

on both of our S-box implementations. We used 40,000 random vectors to launch a

DoM attack on this system and obtained 700,000 power traces. For each of the possi-

ble 16 keys, Fig. 6.7 plots the difference of mean of power dissipation for each of the

output bits of the Present S-box.
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Figure 6.7: DPA attack on symetric-NMOS based pre-charge logic design: Present

S-box output bits vs power (µW).

6.3.3 CPA attack resistance

CPA attacks exploit the correlation factor between the power samples and the ham-

ming weights of the handled data [28]. Accordingly, we plot the power dissipation for

all the possible 256 combinations of the plain texts and the keys as shown in Fig. 6.8

where points belonging to different hamming weights (ranging from 0 to 4) are high-

lighted with different colours; all the input combinations are found to lie on the same

plane which indicates that they exhibit identical power dissipation. The mean vari-

ances of power dissipation for the Lucifer and the Present S-boxes are found to be

1.6× 10−5µW and 2.2× 10−5µW, respectively. As evident form these statistics, the

required information to identify the correct key (by way of separation) is not available.
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Figure 6.9: Timing response of the four output bits (all 1s) generated by the Present

S-box desin using symetric-NMOS based pre-charge logic: time (ns) vs voltage (V).

Table 6.6: Comparison with respect to NED and NSD
Normalized energy deviation (NED) Normalized standard deviation (NSD)

DPBDD SDMLp Sym-NMOS DPBDD SDMLp Sym NMOS

Lucifer 0.68215 0.70102 0.0015 0.32311 0.33182 0.0014

Present 0.77242 0.08021 0.0415 0.34301 0.35216 0.0056

6.3.4 Comparison in terms of normalized attributes

In addition, we compare our S-box designs with those of DP-BDD and SDMLp based

on the parameters normalized energy deviation (NED) and normalized standard de-

viation (NSD) [43]. It can be seen from Table 6.6 that NED and NSD of our S-box

implementations are much less than that of the others, which establish the superior

PAA resistance of our hardware designs.

6.3.5 EPE attack resistance

Our entire synthesis scheme is EPE attack resistant; the input signals come from the

bottom and produce outputs at the top (swing restoration part) by traversing paths

(which are of equal length) of the BDD network depending on the switch value of the
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Figure 6.10: Timing response of the four output bits (all 1s) generated by the lucifer

S-box desin using symetric-NMOS based pre-charge logic: time (ns) vs voltage (V).

Table 6.7: Delay in output generation for the basic cell by symetric-NMOS based

pre-charge logic
Pre Input0 Input1 Select Time

0 0 0 0 1

0 0 0 1 1
...

...
...

... 1

0 1 1 1 1

1 0 0 0 2
...

...
...

... 2

1 1 1 1 2

NMOS transistor. In Table 6.7, we tabulate the delays in output generation for the

basic cell in terms of number of transistor switching. The basic cell undergoes one

transistor switching whenever the pre-charge is 0 and two transistor switching when-

ever the pre-charge is 1; recall that whenever pre-charge is 0, the output produced is

also 0 irrespective of the inputs provided. Furthermore, we plot the transient response

of the four output bits generated by the two S-boxes in Fig. 6.10 and Fig. 6.9; we de-

liberately chose the input combination which produces 1s at all the output bits of the

Present S-box to reveal that the four outputs are generated simultaneously and hence,

launching EPE attack by distinguishing among the delays in output generation is not

viable.
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6.4 Experimentation for top-bottom pre-charge in 65

nm technology

We elaborate the experiments carried out to establish the DPA and CPA resistance of

our implementations of the basic cell and the Lucifer and the Present S-boxes. The

uniform timing behaviour of our circuits which counters EPE attacks is also high-

lighted. Through the experiments described below, we characterize peak power vari-

ance, average power consumption, average current consumption and propagation de-

lay for our design and make comparison of these parameters with that of DP-BDD [3]

and SDMLp [35].

Table 6.8: Comparison with other methods with top-bottom pre-charge logic

Circuits
Peak Power Variance (µW) Average Power (µW) Average Current (µA) Propagation Delay (ns)

DPBDD SDMLp TopBtm DPBDD SDMLp TopBtm DPBDD SDMLp TopBtm DPBDD SDMLp* TopBtm

AND 835.33 15.82 0.03 3.91 8.53 3.82 3.68 7.64 3.47 0.05 0.09×2 0.10

OR 1092.11 31.55 0.03 3.86 8.48 3.82 3.63 7.61 3.47 0.05 0.08×2 0.10

XOR 594.33 13.21 0.02 4.30 8.61 3.82 4.04 7.73 3.47 0.06 0.09×2 0.10

NAND 835.33 15.82 0.03 3.91 8.53 3.82 3.68 7.64 3.47 0.05 0.09×2 0.10

NOR 1092.11 31.55 0.03 3.86 8.48 3.82 3.63 7.61 3.47 0.05 0.08×2 0.10

XNOR 594.33 13.21 0.02 4.30 8.61 3.82 4.04 7.73 3.47 0.06 0.09×2 0.10

MUX 564.16 30.89 1.44 4.51 11.28 3.81 4.22 10.92 3.44 0.05 0.10×2 0.11

Avg 775.95 22.87 0.37 4.14 9.22 3.82 3.89 8.46 3.45 0.05 0.09×2 0.10

Lucifer 37841.10 6711.00 2.11 83.33 223.40 13.70 79.72 203.51 12.45 0.15 0.19×2 0.11

Present 41991.22 6965.04 5.08 96.44 226.83 27.29 92.26 206.79 24.82 0.14 0.19×2 0.13

6.4.1 Comparison in terms of standard attributes

The experimental results given in Table 6.8 demonstrate a reduction by a 99.9% and

98.3% in peak power variance for the basic cell with top-bottom pre-charge logic

with respect to DP-BDD and SDMLp, respectively. Significant reduction for average

power and average current is also achieved. Although the propagation delay for the

basic cell is found to be almost twice of that of DP-BDD, it is nearly half of that of

SDMLp. The area required (in terms of number of transistors) to realize our basic

cell with the pre-charge logic is 14 whereas, the basic cell of SDMLp requires 12; this

number varies for different gate realizations using DP-BDD because it does not use a
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Figure 6.11: DPA attack on our Lucifer S-box design with top-bottom pre-charge

logic: S-box output bits vs power (µW).

 0

 0.00005

 0.00010

 0.00015

 0.00020

out0 out1 out2 out3

S−box output bits

P
o
w

er

Figure 6.12: DPA attack on our Present S-box design with top-bottom pre-charge

logic: S-box output bits vs power (µW).

multiplexing scheme, eg., for AND it requires 12 transistors and for XOR it requires

20 transistors.

6.4.2 DPA attack resistance

We further our experiment by constructing a cryptographic system as shown in Fig. 6.1.

Difference of mean (DoM) based DPA attack [26] and CPA attack [28] are performed

on both of our Lucifer and Present S-box implementations. We used 25,000 random

vectors to launch a DoM attack on this system and obtained 500,000 power traces.

For each of the possible 16 keys, Fig. 6.11 and Fig. 6.12 plot the difference of mean

of power dissipation for each of the output bits of the Lucifer and the Present S-boxes,

respectively. It can be easily seen from these figures that the correct key is not distin-

guishable from the others.
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Figure 6.13: CPA attack on our Lucifer S-box design with top-bottom pre-charge

logic: plain text vs key vs power (µW).
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Figure 6.14: CPA attack on our Present S-box design with top-bottom pre-charge

logic: plain text vs key vs power (µW).

6.4.3 CPA attack resistance

CPA attacks exploit the correlation factor between the power samples and the ham-

ming weights of the handled data [28]. Accordingly, we plot the power dissipation for

all the possible 256 combinations of the plain texts and the keys as shown in Fig. 6.13

and Fig. 6.14, where points belonging to different hamming weights are highlighted

with different colours; all the input combinations are found to lie on the same plane

which indicates that they exhibit identical power dissipation. The mean variances of

power dissipation for the Lucifer and the Present S-boxes with top-bottom pre-charge

logic are found to be 1.7E-5µW and 1.4E-5µW, respectively. As evident form these

statistics, the required information to identify the correct key (by way of separation)

is not available.
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Table 6.9: Comparison with respect to NED and NSD
Normalized energy deviation (NED) Normalized standard deviation (NSD)

DPBDD SDMLp TopBtm DPBDD SDMLp TopBtm

Lucifer 0.68215 0.70102 0.00102 0.32311 0.33182 0.00003

Present 0.77242 0.08021 0.01130 0.34301 0.35216 0.00090

6.4.4 Comparison in terms of normalized attributes

In addition, we compare our S-box designs with those of DP-BDD and SDMLp based

on the parameters normalized energy deviation (NED) and normalized standard de-

viation (NSD) [43]. It can be seen from Table 6.9 that NED and NSD of our S-box

implementations are much less than that of the others, which establish the superior

PAA resistance of our hardware designs.

Table 6.10: Delay in output generation for the basic cell
Pre Input0 Input1 Select Time

0 0 0 0 1

0 0 0 1 1
...

...
...

... 1

0 1 1 1 1

1 0 0 0 2
...

...
...

... 2

1 1 1 1 2
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Figure 6.15: Transient response of the four output bits (all 1s) generated by the Lucifer

S-box: time (ns) vs voltage (V).

Figure 6.16: Transient response of the four output bits (all 1s) generated by the Present

S-box: time (ns) vs voltage (V).

6.4.5 EPE attack resistance

The timing characteristics of our circuit designs are analyzed next. In Table 6.10,

we tabulate the delays in output generation for the basic cell in terms of number of

transistor switchings. The basic cell undergoes one transistor switching whenever

the pre-charge is 0 and two transistor switchings whenever the pre-charge is 1; recall

that whenever pre-charge is 0, the output produced is also 0 irrespective of the inputs

provided. Furthermore, we plot the transient response of the four output bits generated

by the two S-boxes in Fig. 6.15 and Fig. 6.16; we deliberately chose the respective

input combinations which produce 1s at all the output bits of the S-boxes to reveal
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that the four outputs are generated simultaneously and hence launching EPE attack by

distinguishing among the delays in output generation is not viable.

6.5 Experimentation for Top pre-charge logic in 65 nm

technology

Table 6.11: Comparison with other methods

Circuits
Peak Power Variance (µW) Average Power (µW) Average Current (µA) Propagation Delay (nS)

DPBDD SDMLp Top DPBDD SDMLp Top DPBDD SDMLp Top DPBDD SDMLp* Top

AND 835.33 15.82 0.01 3.91 8.53 3.79 3.68 7.64 3.45 0.05 0.09×2 0.08

OR 1092.11 31.55 0.01 3.86 8.48 3.79 3.63 7.61 3.45 0.05 0.08×2 0.09

XOR 594.33 13.21 0.01 4.30 8.61 3.78 4.04 7.73 3.45 0.06 0.09×2 0.09

NAND 835.33 15.82 0.01 3.91 8.53 3.79 3.68 7.64 3.45 0.05 0.09×2 0.08

NOR 1092.11 31.55 0.01 3.86 8.48 3.79 3.63 7.61 3.45 0.05 0.08×2 0.09

XNOR 594.33 13.21 0.01 4.30 8.61 3.78 4.04 7.73 3.45 0.06 0.09×2 0.09

MUX 564.16 30.89 0.06 4.51 11.28 3.79 4.22 10.92 3.45 0.05 0.10×2 0.08

Avg 775.95 22.87 0.02 4.14 9.22 3.79 3.89 8.46 3.45 0.05 0.09×2 0.08

Lucifer 37841.10 6711.00 0.08 83.33 223.40 33.53 79.72 203.51 30.48 0.15 0.19×2 0.14

Present 41991.22 6965.04 7.01 96.44 226.83 24.77 92.26 206.79 22.39 0.14 0.19×2 0.17

*It may be noted that SDMLp has a twin cycle operation as described in section 1.

We elaborate the experiments carried out to establish the DPA and CPA resistance of

our implementation of the basic cell and the two S-boxes. Through the experiments

described below, we characterize peak power variance, average power consumption,

average current consumption and propagation delay for our design and make compar-

ison of these parameters with that of DP-BDD [3] and SDMLp [35].

Schematic capture and standard spectra simulations have been performed, and cur-

rent and power waveforms have been plotted. Experimental results are given in Ta-

ble 6.11.
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Figure 6.17: DPA attack on our Present S-box design with top pre-charge logic: S-box

output bits vs power (µW).

6.5.1 Comparison in terms of standard attributes

Experimental results on circuits with various other features demonstrate a 99.9% and

99% reduction in PPV for the basic cell with top pre-charge logic with respect to DP-

BDD and SDMLp, respectively; Significant reduction for average power and average

current for both the pre-charge logics is also achieved. Although the propagation delay

for the basic cell is found to be almost twice of that of DP-BDD, it is comparable with

that of SDMLp.

6.5.2 DPA attack resistance

We further our experiment by constructing a cryptographic system as shown in Fig. 6.1.

DoM based DPA attack [26] and CPA attack [28] are performed on both of our Present

S-box implementations, each involving one of the two pre-charge logics. We used

25,000 random vectors to launch a DoM attack on this system and obtained 500,000

power traces. For each of the possible 16 keys, Fig. 6.17 and Fig. 6.18 plot the differ-

ence of mean of power dissipation for each of the output bits of the two S-boxes.

6.5.3 CPA attack resistance

CPA attacks exploit the correlation factor between the power samples and the ham-

ming weights of the handled data [28]. Accordingly, we plot the power dissipation for

all the possible 256 combinations of the plain texts and the keys as shown in Fig. 6.19,

where points belonging to different hamming weights are highlighted with different
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Figure 6.18: DPA attack on our Lucifer S-box design with top pre-charge logic: S-box

output bits vs power (µW).
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Figure 6.19: CPA attack on our Present S-box design with top pre-charge logic: plain

text vs key vs power (µW).

colours. The mean variances of power dissipation for the Present S-box with top pre-

charge and top-bottom pre-charge are found to be 3.2× 10−5µW and 1.4× 10−5µW,

respectively. As evident form these statistics, the required information to identify the

correct key (by way of separation) is not available adequately.

Table 6.12: Comparison with respect to NED and NSD
Normalized energy deviation (NED) Normalized standard deviation (NSD)

DPBDD SDMLp Top pre-charge DPBDD SDMLp Top pre-charge

Lucifer 0.68215 0.70102 0.00032 0.32311 0.33182 0.0001

Present 0.77242 0.08021 0.03667 0.34301 0.35216 0.03103

6.5.4 Comparison in terms of normalized attributes

We compare our S-box designs with those of DP-BDD and SDMLp based on the

parameters normalized energy deviation (NED) and normalized standard deviation
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Figure 6.20: Transient response of the four output bits (all 1s) generated by the Lucifer

S-box with top pre-charge: time (ns) vs voltage (V).

(NSD) [43]. It can be seen from Table 6.12 that NED and NSD of our S-box imple-

mentations are significantly lesser than those of the others.

Table 6.13: Delay in output generation for the basic cell
Pre Input0 Input1 Select Time

0 0 0 0 1

0 0 0 1 1
...

...
...

... 1

0 1 1 1 1

1 0 0 0 2
...

...
...

... 2

1 1 1 1 2

6.5.5 EPE attack resistance

The timing characteristics of our circuit designs are analyzed next. In Table 6.13,

we tabulate the delays in output generation for the basic cell in terms of number of

transistor switchings. The basic cell undergoes one transistor switching whenever the

pre-charge is 0 and two transistor switchings whenever the pre-charge is 1; it may be

recalled that whenever pre-charge is 0, the output produced is also 0 irrespective of

the inputs provided. Furthermore, we plot the transient response of the four output
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Figure 6.21: Transient response of the four output bits (all 1s) generated by the Present

S-box with top pre-charge: time (ns) vs voltage (V).

bits generated by the two S-boxes in Fig. 6.20 and Fig. 6.21; we deliberately chose the

respective input combinations which produce 1s at all the output bits of the S-boxes to

reveal that the four outputs are generated simultaneously and hence establishing that

launching EPE attack by distinguishing among the delays in output generation is not

viable.

6.6 Conclusion

Experimental results on circuits with bottom pre-charge logic demonstrate a signifi-

cant reduction by 99.82% and 93.69% in peak power variance (PPV) with respect to

DP-BDD and SDMLp, respectively, for the basic cell. A reduction of about 17.39%

in both average power and average current consumption is observed for the DP-BDD

implementation of the basic cell whereas, for SDMLp, these parameters are found to

be reduced by 61.48%.

Experimental results on circuits with symmetric NMOS transistors based bottom

pre-charge logic demonstrate a significant reduction by 99.68% and 88.55% in peak

power variance (PPV) with respect to DP-BDD and SDMLp, respectively, for the

basic cell. The reduction in PPV is recorded to be greater than 99.9% for the S-

box implementations for both DP-BDD and SDMLp. A reduction of about 30% in

both average power and average current consumption is observed for the DP-BDD

implementation of the basic cell whereas, for SDMLp, these parameters are found to



112 Chapter 6 Experimental results with different process technology

be reduced by 67%.

Experimental results on circuits with various other features demonstrate a 99.9%

and 99% reduction in PPV for the basic cell with top pre-charge logic with respect

to DP-BDD and SDMLp, respectively; for the basic cell with top-bottom pre-charge

logic, the results demonstrate a 99.9% and 98.3% reduction. Significant reduction for

average power and average current for both the pre-charge logics is also achieved.

Circuits using top pre-charging required less transistors and demonstrated lower

PPV in comparison with others. Symmetric NMOS bottom pre-charge logic was more

resilient to EPE due to its symmetric nature. Bottom pre-charge and symmetric NMOS

bottom pre-charge logic were also effective in avoiding timing attacks along with top-

bottom pre-charge logic.



Chapter 7

Conclusions and future work

In this work, balanced BDD based dual rail circuit design technique relying on (i)

BDD based pre-charging to counter EPE, (ii) complementary path balanced BDD

logic network for delay equalization and countering EPE, and (iii) voltage scaling

and leakage power minimization for overall power reduction is presented. The design

mechanism also supports extra fan-out with the use of only one additional inverter

(whereas, all other logics require two). A synthesis tool to automate our design mech-

anism has also been developed which generates transistor-level Verilog code.

Circuit development is done with schematic capture and layout design. The stan-

dard spectra simulations have been performed. Current and power waveforms are

plotted. The objective of our experimentation was two fold, (i) to demonstrate resis-

tance to power attacks (ii) to highlight the low power characteristics. Towards the first

objective we have carried out differential power attacks such as, difference of mean

(DoM) and correlation power attack (CPA). We demonstrate resilience against the the

early propagation effect (EPE). Our designs also outperformed other competing meth-

ods in terms of DPA attack resistance metrics along with average power and current.

Six 2-input basic cell and two 4×4 S-boxes are used for experimental benchmark.

Summary of experimentation for our various pre-charging schemes are given next.

Experimental results on circuits with bottom pre-charge logic demonstrate a sig-

nificant reduction by 99.82% and 93.69% in peak power variance (PPV) with respect

to DP-BDD and SDMLp, respectively, for the basic cell. A reduction of about 17.39%

in both average power and average current consumption is observed for the DP-BDD

113
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implementation of the basic cell whereas, for SDMLp, these parameters are found to

be reduced by 61.48%.

Experimental results on circuits with symmetric NMOS transistors based bottom

pre-charge logic demonstrate a significant reduction by 99.68% and 88.55% in peak

power variance (PPV) with respect to DP-BDD and SDMLp, respectively, for the

basic cell. The reduction in PPV is recorded to be greater than 99.9% for the S-

box implementations for both DP-BDD and SDMLp. A reduction of about 30% in

both average power and average current consumption is observed for the DP-BDD

implementation of the basic cell whereas, for SDMLp, these parameters are found to

be reduced by 67%.

Experimental results on circuits with various other features demonstrate a 99.9%

and 99% reduction in PPV for the basic cell with top pre-charge logic with respect

to DP-BDD and SDMLp, respectively; for the basic cell with top-bottom pre-charge

logic, the results demonstrate a 99.9% and 98.3% reduction. Significant reduction for

average power and average current for both the pre-charge logics is also achieved.

Through our experimentation we have established that circuits developed using

our technique achieve significant reductions in peak power variance, average power

and average current consumption in comparison with those of competing techniques.

Strong power analysis attacks carried on our S-box implementations were successfully

repelled, thereby further establishing PAA resistance of our secure hardware design

circuits and the supporting synthesis technique.

7.1 Future work

A counter measure for repelling power attacks is to randomize the intermediate results

occurring during the execution of the cryptographic algorithm. Masking logic exploits

this idea by ensuring that the power consumption of operations on randomized data

is not correlated with the actual plain intermediate data. However, the various de-

sign models based on masking have neglected the possibility of multiple switching

of the outputs of the gates in a single clock cycle although this phenomenon, termed

as glitching, is typical for CMOS circuits. Binary Decision Diagram (BDD) based

circuit synthesis mechanisms have been demonstrated to successfully safeguard se-
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cret information against power analysis attack by maintaining identical critical path

lengths from the root to all leaf nodes, thereby ensuring that computation along each

decision branch of the BDD will be through same number of transistors, thus giving

rise to identical delays. In future work, one may explore that this property of BDDs

to eliminate glitches in circuits. A secure hardware design flow that combines BDD

based circuit synthesis technique with masked dual-rail pre-charge logic can also be

targeted.

Our BDD based dual-rail synthesis mechanism to counter power attacks can be

further extended to the dual-rail three phase mechanism. Working principle of three

phase mechanism can be classified like pre-charge phase, evaluation phase and pre-

discharge phase. By maintaining identical critical path lengths from the root to all

leaf nodes, thereby ensuring that computation along each decision branch of the BDD

will be through same number of transistors, security of the three phase circuit can be

further enhanced. This seems to be a promising future endeavour.





Appendix A

BDDs of AES generated by automated
synthesis tool

Each hexadecimal input x represents the eight input bits of the S-box, numbered as

V0, V1, V2 V3, V4, V5, V6 and V7. The corresponding output S[x] represents the four

output bits of the S-box, numbered as out0, out1, out2, out3, out4, out5, out6 and

out7. Thus, each output bit is basically a function of the eight input bits.

Our structure of AES out0, out1, out2, out3, out4, out5, out6 and out7 is

shown in the Figs. A.1, A.2, A.3, A.4, A.5, A.6, A.7 and A.8 respectively.
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