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Abstract

Pattern Mining from user mobility traces over mobile networks is a well established commercial problem which can be exploited for better performance and customization of user applications. Most of the group mining algorithms deal with huge quantities of data and in most of the cases perform similar computations on different data segments. The huge data size, time consuming algorithms and repetitive computations can be used to produce parallel implementations of these algorithms. In the present work we study different schemes for parallelizing some specific group mining algorithms, and comment on the scalability and feasibility of parallelism achieved.
Chapter 1

Introduction

Wireless networks and personalized mobile devices are deeply integrated and embedded in our lives. It is very important to characterize the fundamental structure of wireless user behavior in order to model, manage, leverage and design efficient mobile networks. Since most of the users of a mobile network follow a daily routine with minor fluctuations over a long interval of time, there lies an immensely powerful untapped possibility of network performance optimization if the underlying statistical patterns and characteristics of users can be conjectured. Pattern mining of user groups from mobility data is a very broad field which may include various problems like mining mobility patterns, knowing hot spots, group mining ... etc.

Group pattern mining of mobile users is useful for several applications such as social network analysis, businesses targeting groups of users, law enforcement, etc. The problem of mining groups from a general user mobility model is a NP complete problem (reducible to finding Max clique problem). Thus the algorithms designed to compute the Maximal groups are either heuristics or require huge computational time. Algorithms have been developed to proceed towards the optimal solutions gradually while maintaining a best solution every time, so that the algorithm can be queried any time for the best result.

Parallelizing group mining algorithms is the practical aspect of mining procedures, the aim being to attain appreciable speedups in huge machine clusters to bring the execution time to practical limits. In the scope of present work we propose schemes to parallelize these group mining algorithms and comment on the feasibility of the approaches.

1.1 Motivation

Parallelization of AI algorithms is a very well known field of research, which aims reduce the time barrier for processes of AI engine to bring it to practical and bearable limits. As multi-core architectures have become common, many approaches to use multiple cores to do synchronized search have become popular, so that the brute computational power of the cores can be tapped for faster execution of search algorithms. Keeping this in backdrop, recent advances have also been made to use more than one machine that make up a distributed computing system, to collaborate for speeding up the process of AI search.

Most of the Group Mining algorithms are like AI search algorithms that explore the
solutions space step by step in an orderly fashion. Although there are many AI search methods that are both sound and complete but all the general search methods are prone to long execution times pertaining to their exponential dependence on the input size. For example one of the group mining algorithms used in this thesis that mines user groups based on the size of the group takes \( \approx 1.5 \) days to complete the computation for mobility data with only 10000 users (practically the algorithm would have to deal with millions of users, and the computations might have to be done several times a week or even day). This illustration points out that no matter how effective the group mining algorithm is in identifying user sets, it can't have practical use unless the runtime is reduced. Since most of the research institutes and companies have huge clusters of machines at their disposal, parallelization of mining algorithms pose a very interesting problem with many practical impacts.

1.2 Objectives & Contributions

The main objective of this work is to investigate practical parallelization schemes that can be used to run the group mining algorithms on large scalable machine clusters. The parallel algorithms shall be graded on metrics of scalability, and speedup achievable.

In this work we proposed two novel parallelization approaches and study their implementation on four different group mining approaches, while commenting on the feasibility and scalability of the approaches. While parallelization is the main scope of the thesis, we show that a simple change in the data format can bring an appreciable improvement in the execution time of not only the parallel versions but also the sequential versions, thus improving sequential baseline algorithms also. We also present a brief study of the tunable parameters and their impact on the performance of the distributed system, and finally we also present an objective comparison of parallel algorithms with memory bounds and those with no bounds on the memory. We also present our results on real user mobility data obtained from Dartmouth CRAWDAD project [6].

1.3 Overview

The rest of the thesis is organized into chapters. In Chapter 2 we give a brief pre-requisite knowledge to understand the thesis better in form of basic group definitions and terms used in the thesis. In the following Chapter 3 we give details of the parallelization schemes proposed with hints on the implementations aspects on a Hadoop cluster. In Chapter 4 we describe the simulation setup for the experiments conducted on different types of data-sets. Finally we conclude the thesis in Chapter 5 by giving brief conclusions that could be arrived at based on the experimental studies.
Chapter 2

Background

In this section we give brief background of terms used henceforth in this thesis and discuss some of the related works.

2.1 Definitions

Groups  As far as group mining from mobility pattern is considered a group is ‘recognizable’ set of users with ‘important’ characteristics. Thus any generic definitions of group should include following characteristics:-

- the group should be recognizable, i.e. definition of the group should unanimously be able to distinguish between users that are part of the group and those that are not. For this requirement most of the group definitions are based on the concept of cliques. Other definitions based on concepts of n-core, n-clan . . . etc may find use in specific places.

- the group should be important, i.e. the property on which the groups are formed must have a direct relation with problem for which group mining is done. In most of the cases group mining is done for applications like social network analysis, business targeting . . . etc. Thus the definition and criteria of a user being in a group is highly subjective to application at hand.

For a formal definition a Group is a set of users such that given any user \( u_i \) from the group it is close with all the other users in the set. This definition brings us to the definition of closeness.

closeness is relation defined between a pair of users \( u_1 \) and \( u_2 \). They are said to close if and only if they spend a threshold amount of time \( (T_{thresh}) \) being at most \( D \) distance apart. Thus \( T_{thresh} \) and \( D \) are tunable parameters to suit various scenarios. More mathematically closeness is defined as follows. Two users are said to be close if

\[
\alpha \times S_{phy} + \beta \times S_{vir} = min_{wei}
\]  

(2.1)

where \( S_{phy} \) denotes the physical communication strength between the two users, \( S_{vir} \) denotes the virtual communication strength, and \( \alpha, \beta, min_{wei} \) are the application chosen parameters.
Physical communication strength can be calculated based on the amount of time that the two users spent together on the basis of location-time data. The total weight of each edge in the VG-graph is one such measure. Virtual communication strength can be calculated based on the number of calls, messages, emails, etc between the users. Relative frequency is an example of such a measure.

One can also define closeness in various other ways.

**Group Pattern**: A set of users form a group or group pattern if every two users of the set are close.

The motivation behind such a definition is that if every two users of a set communicate with each other strongly enough, then it is highly likely that they form a group and act as a group for real.

The total number of maximal groups as per any given group definition can become very large, highlighting the need for finding top K groups amongst the maximal groups. While top K groups notion can vary from application to application, we consider two basic criteria of coming up with Top K groups which can be of use in several applications, namely size and coverage.

**Size** Applications may want to target the largest groups, in which case the top K groups are the K maximal groups of largest size. Ties may be resolved based on some custom criteria.

**Coverage** Applications may want to target most number of users via their group behavior, in which case the number of users covered by the K groups is to be maximized.

There is an important difference between the two criteria. In case of the top K groups with respect to size, each group of the K-set is independent, that is, if G is the only largest sized group, then G belongs to the final K-set independent of whether any other maximal group belongs to the K-set or not. However, in the case of top K groups with respect to coverage, each group of the K-set is not independent, whether a given group belongs to the final K-set or not is dependent on whether its involvement can increase the overall coverage of the K-set. Hence, methods for finding the top K groups also differ based on the criterion.

Another important aspect of the group mining algorithms is that, they might be implemented on less powerful nodes with serious limitations on the memory available. Thus two sets of algorithms are important:-

**Unbounded Memory** : In these versions of algorithms, there is no bound on the memory practically usable by the algorithm. These algorithms are mostly based on an underlying depth first search.

**Bounded Memory** : These versions are designed to work when there is a hard bound on the amount of memory that can be used by the algorithms. Because if the memory bounds these algorithms are generally slower in terms of the termination time, some variants of this class are anytime algorithms in the sense that they can be queries anytime during their execution for the best result until that point.
Based on the above bifurcations of group definitions and the algorithms, there are basically four type of group mining algorithms that are considered in the thesis viz:

1. Maximal Group Size Algorithms (MGS) : The unbounded memory version of algorithm that mines top K groups based on the size of the individual groups.

2. Maximal Group Coverage Algorithm (MGC) : The unbounded memory version of algorithm that mines top K groups that have the highest coverage of the users in the trace.


2.2 Algorithms

In this section, we present the necessary background on best-first search strategies which form the basis of proposed mining algorithms. A* is the most famous best-first search technique, in which a set of nodes to be explored is maintained in a list called OPEN, and the most promising node is chosen from OPEN each time, whose children are generated and added to OPEN. The algorithm terminates when the chosen node is a goal node. Each node has an f-value which denotes its promise. For example, in case of a maximization problem, f-value of a node n indicates the possible output value when a goal node is reached through n. A* gives optimal solution when the heuristic used for estimating the f-value overestimates the actual output value achievable through the node (for a maximization problem).

A* however has two primary drawbacks:

1. It may run out of memory, and

2. It may take long time before giving the output, due to the large search spaces involved with the optimization problems

Methods based on A* that can run within the given memory are proposed to handle the memory limits. Anytime algorithms are proposed on top of A* to get solutions of good quality quickly. MAWA* combines the techniques of MA* and AWA* to give good anytime performance and work within the given memory limit. It successfully employs the depth guided window technique of AWA* along with the least promising node removal technique of MA* to come up with a complete memory-bounded anytime algorithm

2.3 Metrics

For gauging the performance of a parallel algorithm many metrics are important:-
Scalability This requirement means that the parallelization scheme should be able to scale over large number of machines while efficiently being able to utilize the additional computational power just as well as for the case when number of machines are lower. Its a general observation that parallelization schemes suffer from some substantial overhead that results in saturation of the computational efficacy of the system when it reaches a certain size (in terms of the number of machines). Ideally an algorithm should be able to achieve any finite amount of speedup by using a finite number of machine nodes.

Speedup This metric measures the amount of absolute machine power that can be exploited in parallel by the distributed scheme. This is measured as the ratio of absolute time required by sequential algorithm to the time required by the parallel algorithm for execution of almost similar tasks.

\[
\text{speedup}(\mu) = \frac{\text{Time on 1 machine}}{\text{Time on n machines}}
\] (2.2)

Ideally a parallel algorithm should have a speedup of \( \mu = n \) where \( n \) is the number of machines in the distributed cluster, However since in reality a parallel implementation incurs overheads, the speedup is much less.

Stability This requirement of a parallel algorithm requires that the performance of the algorithm should not be as independent of the input set as possible. Thus ideally a parallel algorithm should not be based on specific properties in the input data so that it delivers equal speedup and scalability over the entire input data space. However in reality many parallelization schemes exploit the properties in the input data to improve speedup and scalability.

2.4 Hadoop

The algorithms discussed in chapter 3 are all parallelization schemes that require access of data for all the workers. Hadoop cluster has been used in the implementation of these algorithms just for the sake of serving as a high performance distributed file system, other than for its use in the pre-processing part (as discussed in chapter 3). Hadoop cluster has many configurable parameters, those useful for the simulation results are:-

Workers The number of active workers can be configured in the cluster. Only the active workers take part in the data storage organization. For the sake of simplicity all the Hadoop workers are also the workers in the parallel computations and the Hadoop master is the actual master in the algorithm runtime instance.

Redundancy Ratio (R) The redundancy ratio defines the number of copies of a data block that are maintained in the hadoop cluster. Thus a value of \( R = 2 \) means all the data blocks are stored have 2 copies at two separate locations. This parameter not only guarantees some degree of fault tolerance but is pivot to the performance of the distributed file system. Since higher values of \( R \) imply more number of copies, a read
query on the file system can be handled by $R$ different sites, thus distributing the load and reducing network congestion.

2.5 Related Work

With the advent of multi-core architectures and powerful machine clusters the aim of algorithm design is gradually shifting from giving very high throughput on main frames to being able to exploit the power of distributed systems. Many algorithms like brute depth first search are inherently parallel while others like $\alpha$-$\beta$ pruning have to be analyzed and modified. There are several reasons for this gradual shift:-

**Multi-core architectures** Since the advent of cheap and practical multi-core architectures, increasing processor utilization has been the main aim of most software development activities.

**NP-problems** Many problems for which heuristics are developed, fall in the class of NP problems for which even the best known algorithms take exponential amount of time. Although the barrier of time complexity can’t be broken, but being able to utilize huge clusters bring the time requirements of practical problem within bearable limits.

**AI problems** Many artificial intelligence systems are by virtue of functionality and design distributed in nature eg. Delay tolerant networks, Distributed mapping of resources ... etc.

A huge amount of work has been done previously in the field of parallelization of algorithms. There have been many ground breaking designs in the field of AI algorithms that utilize multi-core architectures eg. Principal Variation search (parallel version of $\alpha$-$\beta$ pruning), Dynamic tree splitting (parallel version of $\alpha$-$\beta$ pruning and negascout search) ... etc. Many virtual machines have been designed that abstract the multi-core processor as single core, and the parallelism is carried out internally at instruction level.

Map Reduce architecture [3] developed by Google is commercially used by many organizations to perform computationally heavy tasks on machine clusters. Hadoop file system [1] is developed manly to support the map-reduce architecture and is currently used by several organizations.

There have even been programming languages like CUDA [8] developed by nVidia is a highly scalable parallel programming language that can exploit a large number of GPU cores to do fast floating point computations. Similarly ParaSail [9] developed by intel provides parallel programming structures.

Distributed computing is also very useful in the field of medical science. Projects like Folding@home [2] are massively distributed systems that utilize the power of idle machines volunteered over the world to perform complex computations regarding protein folding ... etc, which can provide great insight to the cancer tissue culture. As mentioned earlier pattern mining of user mobility models is a very important field. There have been many works ([7, 4]) in the area of pattern mining of user groups from mobility data. However to
make some practical use of group mining algorithms one must be able implement them on distribute architectures, which is the main scope of the present work.
Chapter 3

Proposed Parallelization Schemes

There are basically two sequential algorithms that have been parallelized viz. finding the top K maximal groups in terms of size and finding the set of K maximal groups which maximizes coverage. Both these algorithms are an implementation of depth first search for the groups with different end conditions. The parallel versions of these algorithms fall in the following 2 approaches, detailed herein.

3.1 Data Organization

In this section we shall present the data organizations for which the parallel versions of the algorithms have been studied. For a distributed algorithm the organization of data in the cluster and the structure of the data play a very important role. Thus we propose three basic data layouts for which the algorithm performance has been studied.

3.1.1 Original(Trace) Format

The format of the user trace on which the sequential version of the algorithm runs is as follows:-

- The first line contains two integers the first one is the number of users (say N) for which the trace is taken; the second one is the number of time segments (say T) for which the user positions are measured.

- This is followed by N lines where each line contains 2 times T float values where the values denote the x, y coordinates of the user in that time stamp.

This is a natural format to express real time trace data. Almost any metric pertaining to the trace of the users can be computed from this format of data representation. The format makes it computationally expensive to find whether two users are close. The computational dependency between different blocks of data is quite high (to find whether two users are close the data block for both of them shall be processed) this makes it difficult to distribute the data among cluster nodes.
3.1.2 Matrix Format

In this format only the relevant information is retained in the data. The format is nothing but pre-computed values for closeness of all the user pairs. The format is as follows:-

- The first line contains an Integer that represents the number of users $N$ in the trace
- This is followed by $N$ lines where each line is $N$ characters long; each character is either 0 or 1 indicating whether the user is close with that user.

This format makes the computation of the closeness of two users a constant time operation. The data blocks are fairly independent thus the distributed storage of data is possible while minimizing congestion.

The format is fairly specific to the algorithm at hand thus it loses many statistical measures that could have been computed from the original trace format. Further the format requires a preprocessing step (This step can however be supplemented by involving real time closeness computation while trace generation, which is possible for the given definition of closeness,) to convert the data from the original format to the matrix format which is in itself a heavy computational job.

3.1.3 List Format

This format is derive from the above mentioned matrix format and aims at reducing the data size for very sparse (or very dense) matrices. The format is:

- The first line consists of an integer that represents the number of users in the trace.
- The following lines have two integers that represent the ids of users which are close (or not close).

The size of the data is expected to be less in case of sparse (or dense) matrix format. The data format is still very much independent i.e. the data blocks are independent in the context of closeness computation (which is again constant order if the file structure is implemented using hash table).

Same as the matrix format, it requires a computationally expensive preprocessing step (unless not done while trace generation). Similar to the matrix format, this format overshadows lot of statistical information that could be inferred from the original trace. Compared to the matrix format the computation of closeness between a pair of users will take more time (even if the file is organized using a hash table there will be computation steps to find the right data).

3.2 Branch-wise Parallelization

Since a DFS algorithm is basically exploration of a single branch this type of parallelization is straight forward. Each branch of the DFS is explored in a separate machine. In this section detailed organizational view of the algorithm is presented with brief insights into the implementation aspects.
3.2.1 Job

Each DFS branch exploration is depicted as a job data structure that contains all the parameters required to start a DFS search at a particular depth. Any DFS algorithm can be implemented by using a stack data structure. In the sequential version of DFS a single process pops the first element of the stack and processes it. Thus a single stack position represents a unique and ‘complete’ description of a DFS run in progress. This is the basis of definition of a job, which should contain a depiction of the stack trace.

3.2.2 Master Process

There is a controlling process that runs on one of the nodes of the cluster (preferably the master node in the Hadoop cluster). The main work of this process is to:

- Generate a list of jobs by doing partial BFS along branches.
- Maintain list of workers which are in idle state or busy state.
- Issue the jobs to idle workers.
- Assemble the results of job from the workers.
- Failure handling (in case a worker crashes)

3.2.3 Worker Process

These are the processes that perform the actual computation for maximal group finding in the cluster. A worker can be either in the Idle, Busy or offline state. Each Worker process is connected to the master process by a long lived TCP/IP connection (this way the Master can know when a worker has gone offline OR crashed). Figure 3.2.3 shows a schematic diagram of the worker process states.

Thus the entire system consists of a Master process along with several job processes that can join and leave the cluster at choice. The Master process does a Breath first search to generate enough number of jobs (at least as much as the number of workers to utilize the full potential). Then the Master checks for an idle worker and assign it the job. When a worker finishes it sends the Master the results (as a set of groups along with the job id). The Job is then removed from the queue and the group set is updated as required.

The DFS branches computations overlap to a great extend thus this algorithm may be improved by enabling other processes in the network to use the outputs of another process in the cluster. This can be implemented by using a distributed hash table where a process stores the output of its branches, all processes periodically check for the current branch in the hash table for possibility of cached output.

The algorithm can support theoretically any degree of parallelization (by generating as much jobs required by an initial BFS). For scaling to a higher number of nodes in the cluster, the master can become overloaded in which case even the master needs to be distributed.
3.2.4 Algorithms

Since there are four different kinds of group mining algorithms, we get following algorithms from the branch parallel scheme:-

**Unbounded branch Parallel MGS (MGSB)** : This is the unbounded memory parallel version of maximal group size algorithm using the branch wise parallel scheme.

**Unbounded branch Parallel MGC (MGCB)** : This is the unbounded memory parallel version of the maximal group coverage algorithm using branch wise parallel approach.

**Bounded branch parallel MGS (BMGSB)** : The bounded memory version for MGSB.

**Bounded branch parallel MGC (BMGCB)** : The bounded memory version for MGCB.

3.3 Data Parallelization

This approach is very much contained to the Matrix format and to some extend to the original trace format, for the List format the algorithm is expected (and as observed in the results) to perform very bad in terms of network congestion. The main idea behind this approach is to partition the data into independent parts and run the algorithm on those parts independently. Then somehow combine the results of these parts. Owing to its approach and the nature of data the partitioning is not trivial (trivial partitioning may not save any time). The data should be partitioned keeping in mind that the presence of groups between the partitions is improbable or very less likely. To do this several approaches
may be taken (dividing based on inter and intra partition degrees . . . etc). Here a simple approach has been presented with motivation behind the splitting.

The problem of finding the maximal groups boils down to the problem of finding maximum size cliques. Assuming there are \( N \) users one can find two users say \( u_1 \) and \( u_2 \) such that they are not close. Now as per the definition of a group these users can never be part of the same group. Thus we divide the work of finding the groups in \( N \) users to two independent jobs of finding the groups in \( N - 1 \) users each (data of all users but \( u_2 \) and all users but \( u_1 \)). The motivation behind the scheme being that DFS is an exponential time algorithm, thus taking \( O(b^d) = C \times b^d \) time, where \( b \) is the average branching factor and \( d \) is the average depth of search. Suppose using the above method the data is divided in 2 regions of processing. Then original time requirement = \( C \times b^n \). After the process is parallelized in 2 DFS instance the time requirement of each = \( C \times b^{(n-1)} \). Thus if these 2 instances of DFS run in parallel then the gain in time = \( \frac{C \times b^n}{C \times b^{(n-1)}} = b \).

To explain the splitting of data figure 3.2 shows an example of data in matrix format. The cells with 1 denote that the corresponding user pairs are close. The data is split in three parts finally, the process is explained step wise:

1. In the initial matrix we note that user \( u_1 \) and user \( u_5 \) are not close, thus they can never be in the same group given the definition of group in chapter 2. Thus we select this pair for splitting the data.

2. We create two data sets of users \( \{u_1, u_2, u_3, u_4\} \) and \( \{u_2, u_3, u_4, u_5\} \) (as demonstrated in the figure 3.2), with 4 (i.e. \( n - 1 \)) users each.

3. To demonstrate one more level of splitting we select the set \( \{u_1, u_2, u_3, u_4\} \). Now as shown in figure 3.2 users \( u_2 \) and \( u_4 \) are not close so we can further divide the data set.
in two sets: \(\{u_1, u_2, u_3\}\) and \(\{u_1, u_3, u_4\}\) as shown in the figure.

4. Thus after 2 splittings we have three sets: \(\{u_2, u_3, u_4, u_5\}\), \(\{u_1, u_3, u_4\}\) and \(\{u_1, u_2, u_3\}\).

For a data set of 1000 users the average branching factor can be huge, thus one can expect to gain a lot of time even if the number of partitions are less.

The Organization of the approach is same as that detailed for the branch-wise parallelization with Master and worker processes. The division of data is a recursive process of finding two users in a set which can’t form a group. The approach is expected to work best on sparse Matrices (which is actually the case here). Here also the intermediate results of one worker can be used with other processes by implementing a distributed hash table. The main advantage of using this approach is that since the processes use property of data for parallelization the speedup is expected to be high. The degree of parallelization is subject to the data.

### 3.3.1 Algorithms

Since there are four different kinds of group mining algorithms, we get following algorithms from the branch parallel scheme:

- **Unbounded branch Parallel MGS (MGSD)**: This is the unbounded memory parallel version of maximal group size algorithm using the data parallel scheme.

- **Unbounded branch Parallel MGC (MGCD)**: This is the unbounded memory parallel version of the maximal group coverage algorithm using data parallel approach.

- **Bounded branch parallel MGS (BMGSD)**: The bounded memory version for MGSD.

- **Bounded branch parallel MGC (BMGCD)**: The bounded memory version for MGCD.

### 3.4 Memory Bounded Versions

For the memory bounded version the size of the *open* and *closed* list is fixed in all the nodes of the cluster (except the master node). In Memory bounded versions the algorithms are breadth first rather than depth first, thus there need to be some modifications in the branch wise parallelization technique (the data-parallelization technique can be used as it is).

#### 3.4.1 Modification in Branch Parallelization

Since the underlying algorithm has become \(A^*\), now each worker has an *open* and *closed* lists (sum of sizes of these two are bounded). In this modified design the worker executes the \(A^*\) algorithm to a certain depth (just like in the unmodified version), but instead of assigning a particular node from the *open* list to a worker, the master partitions the *open* list into the required number of partitions (= number of cluster nodes). Then each partition is sent to a worker which then resumes the \(MAWA^*\) [10] algorithm from that point on with *closed* list initialized to empty list. After a particular time step, say \(T\) seconds (= 5 sec in the implementation), the master requests the workers to report their "anytime" best
solutions along with the open lists. The Master on receiving these lists and the solutions updates the local solutions (if needed) and computes the union of all the open lists. Then the unified open list is repartitioned into the cluster nodes, which carry on the execution of the MAWA* algorithm.

The major modification witnessed in this algorithm is the periodic requests from master to resynchronize the workers because without this step it was witnessed that the speedup was negligible. This modification not only redistributes the work on slaves from time to time but also reduces the number of times a node is explored in the distributed running of MAWA*.

### 3.4.2 Selecting Optimal Value of $T$

In this section we analyze the effect of $T$ on the performance of the above mentioned algorithm for a dataset of 1000 users. All the figures are estimated over 5 runs, with number of workers = 20.

![Figure 3.3: Speedup vs $T$](image)

In Figure 3.3 Y-axis denotes the speedup of the parallel version over the sequential version, and the X-axis denotes the values of $T$. It can be seen from the graph that the speedup initially increases to around 6 for $T = 5sec$ and then rapidly falls back. It can be explained by the fact that when the values of $T$ are small most of the time is spent by the workers communicating with the master (as depicted by the CPU load on master in the table below). After $T = 5$ the speedup decreases because the time window becomes too wide to avoid re-exploration of a node in the $A^*$ algorithm. Table 3.1 shows the variation of CPU load on the master with change in values of $T$. From the table it can be conclusively said that the modification does not incur a lot of overhead in terms of load on master, thus scalability issues do not arise from the side of master.
<table>
<thead>
<tr>
<th>Value of $T$ (in sec)</th>
<th>CPU load on master (terms of a single CPU time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.23</td>
</tr>
<tr>
<td>0.05</td>
<td>0.98</td>
</tr>
<tr>
<td>1</td>
<td>0.67</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 3.1: Load on master with $T$

3.5 Design issues

For the parallelization we take several approaches to utilize the complete computation resources. While parallelization of an algorithm that operates on a vast data set, the space requirement of the algorithm also forms an important metric for qualitative evaluation along with the time saved by the approach. In this section we present the factors that account for the feasibility of a distributed computing approach for an algorithm. All the approaches are then presented in the following sections while showing their evaluation on these factors.

3.5.1 Time Requirements

The time required by an algorithm is one of the most obvious and noticeable factor for choosing a parallelization approach. The amount of speedup achieved in a parallel algorithm should ideally be equal to the number of free machines available in a cluster; however in most cases this level of improvement is not possible either because the problem can’t be parallelized to an arbitrary degree or due to the communications between different pieces of code.

3.5.2 Data Storage Requirements

**Data Placement** The amount of storage required and the time advantage for a particular distributed computing approach often act as trade offs. For example assume a data distribution approach where each machine in the cluster has a local copy of the dataset. The execution speed will definitely be faster than the case where the data is shared using some distributed file system (as the former approach reduces the network overheads of data access). However in the former case the amount of storage capacity required shall be huge, increasing linearly with the number of machines used. Whereas in the second case the amount of storage required is (almost) constant with respect to the number of machines in the cluster, resulting in scalable architecture but requiring a lot more time due to the network delays that come into play while accessing the shared data. Not only time, the data storage used also dictates the network congestion in the system.

**Data Format** Here we show the analysis for the storage requirements of the different data organizations discussed above. Figure 3.5.2 shows the variation in the size requirements of various data formats as the number of users increase in the trace. It can be seen that the
Matrix format saves lot of space when compared to the original trace format till around \(\approx 20000\) users. The data set currently used with the sequential version of the algorithm has around 1000 users with 1000 time segments for which the storage requirement of Matrix format is 50 times less than the storage requirement of the original trace format. It can be seen that the storage requirement by the matrix format rises rapidly as the number of users are increased and surpasses the requirements of the original trace format around 20000 users with 1000 time segments. Storage wise list format requires more space than the trace format however costs less than the Matrix format after a certain number of users in the simulation. (The figures shown in the graph 3.5.2 have been found by generating 10 traces of the data for the specified number of users and finding the size of the final output)

### 3.5.3 Network Congestion

When the data is stored on a distributed file system the number of read/write requests for a block of data dictated to a large extend the timing performance of an algorithm. There are two major ways to overcome the problem of congestion:

1. Distributed the data among cluster nodes with some redundancy to avoid request collision.
2. Design the algorithm such that the number of reads require by the algorithm are less.

The first method involves tuning of the distributed file system as per the job requirements. This being a user defined property of the file system can be modified, however the algorithm for proper placement of the data in the network nodes is a subject of research for the file system design and there is not much that can be done other than to specify the redundancy for the data. The second method involves designing the algorithm to access lesser data, this can be done via local caching of the data, or doing some preprocessing on the data so that the same information can be retrieved from smaller amounts of data.
Chapter 4

Results

The algorithms discussed above have been implemented in python with use of the aimapython open source package. Hadoop is used as the distributed file system for executing the pre-processing tasks of Map-reduce as well as for providing a space efficient high performance central file serving system for the workers. The Hadoop cluster on which this implementation was run consisted of only 20 nodes, however the code can be made to scale to higher number of machine nodes with minor changes. The results have been divided in two parts

Simulations In this part of algorithm analysis the user mobility trace was artificially generated using a mobility model. We call this the results with dataset 1.

Actual Traces In this part of algorithm analysis the user mobility data is collected from actual human mobility in a well defined area. We call this the results with dataset 2.

The rest of this chapter is organized in sections, in section 4.1 we briefly describe the data used for the experiments while giving some analysis on the nature of data. Following this, in section 4.2 we explain the preprocessing required for the data obtained. This is followed by the results for dataset 1 on MGS (section 4.3) and MGC (section 4.4), and then results on dataset 2 on MGS (section 4.6) and MGC (section 4.7). Section 4.9 presents a brief analysis on the tunable parameters of the algorithm and finally section 4.10 presents an outline conclusion from the experimental results.

4.1 Datasets

In this section we describe the datasets used in the experiments and how they were obtained. For the real user dataset we also provide some results

4.1.1 Artificial Data: dataset 1

We consider a random walk based location time simulator to generate the artificial trace data. The details of the data are:

- Space: base grid of size 1000 × 1000 square units
- Starting location: Generated randomly for each user on the above mentioned grid.
• Motion: At each time segment a user stays at its previous location with a probability of 0.5. If it decides to move, it moves with equal probability in four directions.

The above parameters can be further tuned to get a much more realistic data. Since the above mentioned model is a well studied random-walk variant, we omit analysis of the VG-graph formed in this case.

4.1.2 Dartmouth Data: dataset 2

Overview

The results presented in this section are obtained from actual mobility pattern [6] made available by CRAWDAD (Community Resource for Archiving Wireless Data At Dartmouth) at Dartmouth. The Mobility data is collected configuring the WiFi access points to send a sys-log to a main server periodically where the sys-log consists of Wifi access events like a users authenticating, Attaching, detaching, re-attaching . . . etc. Given this syslog and the arrangement of WiFi access points over the campus a parser program [5] can generate a mobility trace of the users.

The users are distinguished by the MAC addresses of the network interface card they are using. The dataset [6] used in the current experiments is a very large data base collected over 4 years from 2001 to 2004 with as much as 25000 unique MAC addresses in the system logs.

Analysis

Since the Dartmouth data is not exactly a user mobility trace the definition of closeness needs to be changed. Only in this section of discussion for the sake of simplicity the closeness between two users is defined with respect to the time these users spend associated with same wifi points. Thus if two users $u_1$ and $u_2$ spend a threshold amount of time connected to same WiFi access points then these users are said to be close. Since the mobility data is collected over 4-years the results presented herein are an average over results obtained for the four years separately.

Close Pairs

Figure 4.1 shows the graph of close pairs in the system log as the number of users considered in the trace are increased. It can be seen that the number of close pairs increase in the same trend throughout the range of 1000 to 20000 users. Thus the entire range is suitable for running the group mining algorithms. It can also be seen that the number of close pairs denote that the VG-graph formed for the user mobility in Dartmouth is a dense graph as the number of close pairs show quadratic increase with increase in number of users.

Table 4.1 shows the execution time of the sequential algorithm on the dataset 1 for the branch parallel and data parallel schemes. These results shall be used as a base line to compare the speedup of the schemes in the following sections.
Sequential Algorithm

The sequential algorithm was executed on the Dartmouth data to get the runtime of the original algorithm on a single machine. There are two different sequential algorithms:

**Branch Wise version** This is the Branch wise parallel version run on a single machine (i.e. the master itself). This is basically the same as running the original algorithm.

**Data Parallel version** This is the Data parallel version run on a single node. This sequential version, as presented in following sections, provides considerable speedup over the branch wise parallel version.

Table 4.2 shows the runtime in seconds of the two versions of parallel algorithms. From the data it can be easily seen that the Data Parallel sequential version outperforms branch wise version by a factor of $\approx 1.5$. 

<table>
<thead>
<tr>
<th>Number of users</th>
<th>Branch wise (secs)</th>
<th>Data Parallel (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>10.3</td>
<td>7.2</td>
</tr>
<tr>
<td>700</td>
<td>137.4</td>
<td>92.4</td>
</tr>
<tr>
<td>1000</td>
<td>511.4</td>
<td>345.9</td>
</tr>
<tr>
<td>1500</td>
<td>2045.6</td>
<td>1366.4</td>
</tr>
<tr>
<td>10000</td>
<td>63490.4</td>
<td>42467.5</td>
</tr>
</tbody>
</table>

Table 4.1: Runtime of sequential versions for dataset 1
### Table 4.2: Runtime of sequential versions for dataset 2

<table>
<thead>
<tr>
<th>Number of users</th>
<th>Branch wise (secs)</th>
<th>Data Parallel (secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1.32</td>
<td>0.85</td>
</tr>
<tr>
<td>2000</td>
<td>1567.37</td>
<td>1044.87</td>
</tr>
<tr>
<td>3000</td>
<td>6773.12</td>
<td>4515.37</td>
</tr>
<tr>
<td>5000</td>
<td>10522.73</td>
<td>7015.1</td>
</tr>
<tr>
<td>7000</td>
<td>40737.43</td>
<td>27158.25</td>
</tr>
<tr>
<td>10000</td>
<td>134677.9</td>
<td>89785.25</td>
</tr>
</tbody>
</table>

#### 4.2 Data preprocessing

As stated above the Matrix and List formats require a data format conversion step if while taking the trace the closeness is not computed. This preprocessing step in not trivial and requires an appreciable amount of time. In this section we propose the Map-Reduce algorithm for distributed computation of the data format.

For both the Matrix and list format the Map-reduce is the same with some minor changes. For the Matrix format here is the algorithm.

##### 4.2.1 Map Phase

In the map phase the input is the original format of the trace. The Map reader reads one line of the input at a time and produces a key value pair. Here the line read is the trace of user $u_i$. The output of the map phase is a set of key value pairs. While processing a line for user $u_i$ the keys generated are $(u_i, u_j) \forall j$ (all user ids). The value for each of the keys is an ordered pair $(t, x, y)$ where $t$ denotes the time segment and $x, y$ denote the position of the user $u_i$ at that time. Thus for each user the map phase generates $(N - 1)$ key value pairs where $N$ is the total number of users.

##### 4.2.2 Reduce Phase

In the reduce phase the input is the key value pairs generated by the map phase. For each key the reduce code is called with the list of values corresponding to the key. In the reduce phase for a key $(u_i, u_j)$ the distance between user $u_i$ and user $u_j$ is found for each time slot using the values for the key. If the closeness criteria is satisfied than the user pair is written in an output file (for the list format). For matrix format the output is a 0 or 1 character.

##### 4.2.3 Preprocessing Time

In this section we present the time requirement of the aforementioned Map-reduce algorithm to generate the list and matrix format. Since the code for both format is essentially the same except for the final output stage on the data corresponding to the matrix format is shown. The map reduce code was run on a Hadoop cluster of 20 machines (including the master). The data presented is an average over 5 runs of the code. Figure 4.2 shows this variation of pre-processing time as the number of users increase.
The time required for the typical data size of 1000 is around 10 sec which as we shall see is very less compared to the time saved in the actual algorithm. For more than 20000 users the time requirement is as high as 1 hrs (20000 users on 2 run). Table 4.3 showing the running of sequential algorithm on the different formats of data, showing the marginal difference between the run times of Matrix and List than the runtime of Original trace format. The speedup of using these two formats is so much that the other disadvantages can be overshadowed. The data is averaged over 5 runs.

The above mentioned approaches were implemented in practice for the two algorithms required to be parallelized. In this section the performance of parallel algorithms has been compared with respect to speedups and network congestion. The results shown here are for trace sizes in the range 500 – 1500. The experiments were also done on traces of size 10000 to get similar results.

The data used in all the following performance simulations has been saved on a 20 node Hadoop cluster and the figures presented herein are an average over 10 runs (unless mentioned otherwise).

All the results presented herein are based on artificially generated user mobility traces.
4.3 Parallel MGS with dataset 1

In this section we present the performance of the parallelization approaches on finding the maximal K groups in the trace. Since the Original trace format performs very poorly as discussed above it has been omitted in certain graphs (to make the graphs visually better).

4.3.1 Unbounded Memory

Branch Parallelization MGSB The graphs in figure 4.3.1 point out the speedups achieved using the parallel version of the DFS algorithm. The Different values of $R$ denote the redundancy ratio used in the file system. By comparing the values at different redundancy ratios one can comment on the network congestion caused by the algorithm. The $X$-axis denotes the number of users in the trace and the $Y$-axis denotes the speedup against the sequential version running on the same data format.

![Graphs showing speedups](a) Matrix Format  (b) List Format)

Figure 4.3: Speedup of MGSB

The two graphs in figure 4.3(a) and 4.3(b) clearly show the speedups achieved depend on the redundancy ratio, thus indicating that the algorithm performance is compromised by congestion in the traffic. One can notice that the change in the curve with increase in the redundancy ratio is more in the case of the list format, signifying that the algorithm suffered more congestion in the case of data stores as a list than the case when data is stored as a matrix.

Load on master The graph shown in figure 4.4 clearly depicts the load on a Master Process in terms of CPU utilization (averaged) over the entire runtime (taking samples at regular intervals of 10 sec) with variation in the number of worker processes. The graph depicts that the load on master gradually increases with the increase in workers and shows an almost linear trend (the figures are taken for a data set of 1000 users). The graph also suggests that the algorithm cannot be scaled to very large cluster (more than 100s of nodes) without distributing the work of master itself.
Data Parallel version MGSD  The graphs shown in figure 4.3.1 point out the speedups achieved using the partitioning of data. The Different values of $R$ denote the redundancy ratio used in the file system. By comparing the values at different redundancy ratios one can comment on the network congestion caused by the algorithm. The $X$-axis denotes the number of users in the trace and the $Y$-axis denotes the speedup against the sequential version running on the same data format.

Graphs in figure 4.5(a) and 4.5(b) also suggest that speedups can be achieved in using partitioning of data. An important point to be noted is that the sequential version of data parallel algorithm is $\approx 1.5$ times faster than that of the branch parallel version, thus as compared to that the speedup will be greater than 20, the number of workers in the cluster. Again the graph for List format shows greater variation in the speedups which increase in the redundancy ratio depicting that list format is more susceptible to congestions.
4.3.2 Bounded Memory

The results shown in the section until now were for case when the memory usage of algorithm is not bounded. In the following section we present an important class of algorithms that have a hard bound (in practice) on the amount of memory that can be used. Not only this, these algorithms are important because they are anytime algorithm, in that they can be queried for a solution anytime during the execution for a partially optimal solution. However in this section we concern ourselves only with results obtained after complete execution of the algorithm.

Since implementing a hard memory bound on a process is difficult for the memory bounded version the maximum size of the open and closed list is fixed in all the nodes of the cluster (except the master node). In Memory bounded versions the algorithms are breadth first rather than depth first, thus there need to be some modifications in the branch wise parallelization technique (the data-parallelization technique can be used as it is).

In this section the implementation results of the parallel versions of memory bounded maximal size group mining algorithm are presented. The results are divided in two sub sections, for modified branch-wise parallelization, and data parallelization. Since the results for matrix and list format are almost same for the the metrics selected in these results, only results for the matrix format are given.
Modified Branch-wise (BMGSB) The graph in figure 4.7 shown here is only for the case of $R = 2$ since the speedup for various values of $R$ was almost the same i.e. the performance of the algorithm was not affected by the redundancy in data availability.

The speedups achieved are quite low as compared to the extra computational resources utilized. The maximum speedup achievable is around 5.9 for 1000 users, from this low performance improvement it can be conjectured that the nodes in the $A^*$ are explored over and over by different workers (since they have no way to know whether the node was explored by some other worker).

Figure 4.7: Speedup for BMGSB with matrix format

Figure 4.8: Speedup for BMGSD with matrix format
Data Parallel version (BMGSD)  The results shown in figure 4.8 here are only for \( R = 2 \) for both Matrix and List format since for other values of \( R \) the speedup was same. From the graph in figure 4.8 it can be seen that although the amount of parallelization is appreciable the speedup is less as compared to the unbounded versions of the algorithm, thus it can be conjectured that the bound on memory affects the performance of the data parallelization technique. To further investigate this we present in the following table the speedup for 1000 users for different memory bounds on the worker nodes.

<table>
<thead>
<tr>
<th>Bound on number of nodes</th>
<th>Speedup for 1000 users (Matrix Format)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>12.02</td>
</tr>
<tr>
<td>200</td>
<td>15.07</td>
</tr>
<tr>
<td>300</td>
<td>17.2</td>
</tr>
<tr>
<td>400</td>
<td>19.4</td>
</tr>
<tr>
<td>500</td>
<td>19.6</td>
</tr>
</tbody>
</table>

Table 4.4: Speedup with memory bounds

The data presented in table 4.4 bears a proof that on bounding the amount of memory the performance of data parallelization approach goes down, this probably results from the way the nodes are explored in the \( MAWA^* \) algorithm, the bound on memory dictates to a large extend the complexity of the algorithm.

4.3.3 Discussion

For the Maximal Group Size algorithms parallelized one can observe from the experimental results that as compared to the unbounded memory algorithm the bounded memory version performs very poor in the case of branch parallel technique owing to high network congestion and latency (as the master needs to ping the workers periodically). Whereas the results for data parallel approach are much more stable across the unbounded and the bounded versions. This gives a hint of possibility in the scalability of data parallel approach and established that the branch parallel approach, while appreciable for the unbounded case is not useful for algorithms with memory bound.

4.4 Parallel MGC with dataset 1

In this section we present the runtime performance measures of the parallelized version of Maximum coverage group finding algorithm. This is basically the same as the Maximal Group finding algorithm, here only the groups depend on one another for being the set with maximum coverage. The results observed were similar to the ones shown for previous algorithm.

4.4.1 Unbounded Memory

In this section we investigate the performance of the branch parallel and data parallel approaches on the unbounded memory version of maximal group coverage algorithm.
**Branch wise parallel version (MGCB)** The graphs in figure 4.4.1 point out the speedups achieved using the parallel version of the DFS algorithm. The Different values of $R$ denote the redundancy ratio used in the file system. By comparing the values at different redundancy ratios one can comment on the network congestion caused by the algorithm. The X-axis denotes the number of users in the trace and the Y-axis denotes the speedup against the sequential version running on the same data format.
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**Figure 4.9: Speedup of MGCB**

The graphs in figure 4.9(a) and 4.9(b) clearly show the speedups achieved depend on the redundancy ratio, thus indicating that the algorithm performance is compromised by congestion in the traffic. One can notice that the change in the curve with increase in the redundancy ratio is more in the case of the list format, signifying that the algorithm suffered more congestion in the case of data stores as a list than the case when data is stored as a matrix.

**Load on Master** Graph in figure 4.10 shows the load on a Master Process in terms of CPU utilization (averaged) over the entire runtime (taking samples at regular intervals of 10 sec) with variation in the number of worker processes. The graph depicts that the load on master gradually increases with the increase in workers and shows an almost linear trend (the figures are taken for a data set of 1000 users).

**Data Parallel Version (MGCD)** The graphs in figure 4.11(a) and 4.11(b) point out the speedups achieved using the partitioning of data. The Different values of $R$ denote the redundancy ratio used in the file system. By comparing the values at different redundancy ratios one can comment on the network congestion caused by the algorithm. The X axis denotes the number of users in the trace and the Y axis denotes the speedup against the sequential version running on the same data format.

These graphs also suggest that speedups can be achieved in using partitioning of data. An important point to be noted is that the sequential version of data parallel algorithm is $\approx 1.5$ times faster than that of the branch parallel version, thus as compared to that the speedup will be greater than 20, the number of workers in the cluster. Again the graph for List format shows greater variation in the speedups which increase in the redundancy ratio.
Figure 4.10: Master load in MGCB

Figure 4.11: Speedup of MGCD

depicting that list format is more susceptible to congestions. However comparing the graph to the corresponding graph for the Maximal groups algorithm we see that the variation in list format is more in the case of Maximal Groups algorithm, thus depicting that the Data partitioning algorithm encounters lesser traffic congestion for Maximum coverage algorithm.

**Load on Master** Figure 4.12 shows the average load on a master node when the maximal coverage groups are mined using data parallel approach. The average load on the master shows that on increasing the number of workers the load on the master more increases to some extent.
4.4.2 Bounded Memory

In the following section we shall evaluate the performance of the parallelization schemes on memory bounded version of maximal group coverage mining algorithm.

Branch wise version (BMGCB) Figure 4.14 shows the amount of speedup attained as the number of users are increased. The speedups achieved are quite low as compared to the extra computational resources utilized. The maximum speedup achievable is around 4.7 for 700 users, from this low performance improvement it can be conjectured that the nodes in the $A^*$ are explored over and over by different workers (since they have no way to know whether the node was explored by some other worker).

Data Parallel Version BMGCD The results shown here are only for $R = 2$ for both Matrix and List format since for other values of $R$ the speedup was same. Figure 4.14 shows the speedup achievable by using the data parallel version on bounded maximal coverage group mining algorithm. From the Graph it can be seen that although the amount of parallelization is appreciable the speedup is less as compared to the unbounded versions of the algorithm, thus it can be conjectured that the bound on memory affects the performance of the data parallelization technique.

4.4.3 Discussion

Similar to the observations made with the MGS algorithm the maximal group coverage algorithms also shows similar trends when its bounded and unbounded versions are compared, proving data parallel technique to be superior in terms of stability. Comparing the results of MGC with MGS algorithm, one can observe that the trends of speedup in both

Figure 4.12: Master load in MGCD
the cases are almost same with the maximal group coverage algorithm showing slightly poor performance gain. This as explained earlier can be attributed to the fact that the maximal coverage algorithm is dependent on the results of previous branches to a larger extend for computing the heuristic value accurately, but since in the parallel version a worker can’t communicate directly with another worker, it leads to re-exploration of nodes.

4.5 Effects of number of nodes with dataset

In the following section we investigate the results of increasing the number of worker nodes in the cluster on the performance of the parallel algorithms. This analysis shall suggest if scaling the algorithms to bigger clusters is practical. The results are presented differently for the unbounded versions and the bounded versions of the algorithms.

The figure 4.15 depicts the change in speedup of the various classes of unbounded algorithms discussed in the previous sections. Figure 4.16 shows the same correlation for the case of memory bounded versions of the group mining algorithms.

The graphs shown in figure 4.15 and 4.16 depict that the speedup for all the cases is almost linear with the exception of bounded versions of branch parallelization, where the speedup has already saturated, thus it can be concluded that the versions presented here are scalable to higher cluster sizes except for the case of branch parallelization for bounded algorithms.

4.6 Parallel MGS with dataset 2

In the following sections we shall analyze the parallel versions of maximal group mining algorithms (both bounded and unbounded versions) by producing results obtained with
4.6.1 Unbounded Memory

In this section we present the results for the parallel versions of the algorithms with unbounded memory. In almost all the results matrix format performs almost same as the list format. Thus at several places results for only one of the formats is given.

Branch-wise Parallel MGSB

Matrix Format  Figure 4.6.1 shown the speedup of the unbounded branch parallel versions for maximal size groups algorithm with both matrix (in figure 4.17(a)) and list format (in figure 4.17(b)). For both the cases the value of the redundancy factor $R = 3$ and there are 20 worker nodes in the Hadoop cluster. The timing requirements of the preprocessing is not taken into account. From the graphs shown several observations can be made:-

1. Comparing the speedup to that of simulation results, we can see that the performance of the algorithms on real and fabricated data is similar.

2. It may be noted that the speedup achieved from the branch parallel version falls gradually as the number of users are increased. This observation may be reasoned as, since the number of users are increasing the number of close pairs also increase there by making the number of file system accesses to read the matrix data more. Although the redundancy factor is $R = 3$, a 20 machine cluster is still very small to cater to this huge amount of read queries. This might result in network congestion and thus poorer performance as the number of users increase.
3. It may be noted that the performance of the maximal coverage group is slightly poorer (figure 4.20(a)) as compared to the performance of parallelization scheme on the maximum size groups (figure 4.17(a)). This may be explained by the fact that in case of maximum coverage groups the DFS has to have data from other branches of search also. Since some of the data might not be available on request, because of parallel computations, the value of heuristic function can’t be computed with good accuracy thus resulting in re-exploration of nodes. This results in the slight decrease in performance.

4. The amount of speedup is appreciable for a 20 node cluster. However the decrease in the speedup is very steep, which implies that the speedup is not scalable for more users, unless the cluster size is increased.

**Data Parallel MGSD** Figure 4.6.1 shows the variation in the speedup of the data parallel algorithms for maximal size groups search. From the figure it may be observed that:-

1. As discussed with the case of branch parallel version, the speedup for the maximum size groups search is slightly more than that of maximum coverage group search.

2. The general trend of speedup in both the matrix and list format of the algorithm are same (hence the results for the list format are omitted).

3. Contrary to the Branch parallel versions the data parallel version shows a more stable trend, where the speedup seems to reach a constant value after $\approx 7000$ users. This stability may be reasoned on the fact that in data parallelization, each work has got a well defined data set on which it has to execute (unlike branch parallelization), this might increase the file-system performance because of caching on local nodes.
4.6.2 Bounded Memory

In this section we present the experiment results for the memory bounded group search algorithms. Since the underlying system is distributed, the memory bounds are made on per node basis. Thus a memory bound of 100 nodes means each worker node has at most 100 nodes for the open and closed lists.

As discussed in previous sections the branch parallel approach performs very poorly with the bounded versions of algorithms. Thus the results for that part are omitted from this section.

From figure 4.6.2, showing the change of speedup with data set size for bounded data parallel maximal group search, (the memory bound in the graph is 200 nodes) we can observe that the speedup goes down as the number of users are increased. Thus the data parallel approach becomes susceptible to network congestion when there is memory bound on individual workers. There is a slight saturation in the case of maximum size group search but given the range of data for experiment, nothing conclusive can be derived.
4.6.3 Discussion

As shown with the dataset 1 the bounded memory versions always performs worse than the unbounded memory case. A major reason behind this general observation is probably that while the unbounded algorithm is based on simple DFS which can only give results once it completes, the memory bounded algorithm is an anytime algorithm that is designed to give good solutions fast, but may terminate late as compared to DFS. Thus comparing the termination time is not enough to comment on the feasibility of the parallelization approach on bounded memory scenarios. One also needs to comment on the quality of the solution as received from the algorithm after given time points. A thorough study of this is beyond the scope of this thesis, however a brief study on the behavior of algorithms shall be presented in following sections for the sake of completeness.

4.7 Parallel MGC with dataset 2

4.7.1 Unbounded Memory

Branch Parallel MGCB Figure 4.7.1 shows the graphs for speedup achievable using the branch wise parallel version with a list format for the maximum size group search for both the matrix format (shown in figure 4.17(b)) and list format (shown in figure 4.20(b)). The value of redundancy factor is 3 for this case.

From the figures it may be noted that:-

1. The trends shown in the figures of matrix format (figure 4.20(a)) and in figure 4.20(b) for the list format are almost similar.

2. The speedup for the case of list format is in general slightly lower that the speedup.
achieved with the matrix format (more so in the case of maximal coverage groups). This may be attributed to the fact that finding whether a user is close to another user in list format is slightly more computationally expensive as compared to the matrix format.

**Data Parallel MGCD**  Here we show the results for data parallel version of the maximal group coverage mining algorithm in the case when there is no bound on the memory requirement of the algorithm.

### 4.7.2 Bounded Memory

In this section we present the experiment results for the memory bounded group search algorithms. Since the underlying system is distributed, the memory bounds are made on per node basis. Thus a memory bound of 100 nodes means each worker node has at most
As discussed in previous sections the branch parallel approach performs very poorly with the bounded versions of algorithms. Thus the results for that part are omitted from this section.

From figure 4.7.2, showing the change of speedup with data set size for bounded data parallel maximal group search, the memory bound in both the graphs is 200 nodes. From the graph one can notice that the trend of speedup is decreasing as the data size increases but still as compared to the branch parallel counter part there is superior stability.

4.7.3 Discussion

The results show similar trends as those shown in the artificially generated data. Even in the real data the maximal group coverage algorithm lags behind the maximal group size algorithm in terms of execution time. Even the trends of unbounded and bounded memory cases are similar across these datasets.

4.8 MAWA* to MA*

As mentioned in previous sections, the results presented till now are taken on complete termination of the algorithm. The original bounded memory group mining algorithm are implemented using the MAWA* algorithm. If the window size used in the MAWA* algorithm is too large it tends to go towards MA* algorithm. In this section we present the result of maximum size group algorithm for this special case with very high window size using data parallel approach.

Figure 4.23 shows this performance of speedup as the number of users in the trace are
increased. It can be noted from the figure that the trend of the curve is similar to the trend shown in case of \textit{MAWA$^*$} algorithm except for the point that the stability of speedup over higher number of users is more evident in the case of \textit{MA$^*$}. It may be noted that the speedup achieved using this modification is slightly more than the \textit{MAWA$^*$} counter-part. Thus it might be safely concluded that if optimal solutions are required than using the \textit{MA$^*$} version of algorithm is more suitable as it is faster and there is more possibility of scaling to larger data-sets.

4.9 Algorithm Parameters

In this section we shall provide a brief analysis of the various key parameters of the parallel algorithms that can be fine tuned to increase the cluster utilization. Key parameters of the algorithms that can be tuned are:-

- **BFS depth** As explained in earlier sections that the branch wise parallel version of algorithm requires the master to perform an initial BFS of the VG-graph to get several unexplored nodes, which are then explored by the worker nodes. This parameter is important since it decides the amount of nodes that will be re-explored and the initial load on the master.

- **Memory Bounds** The bound of memory for the case of bounded algorithms plays a very important role in the performance. A very low bound may cause algorithm to consider correct solution very late, while a very high bound may cause it to explore too many unimportant nodes.
Table 4.5: Speed up with depth

<table>
<thead>
<tr>
<th>Depth</th>
<th>speedup @10000 users</th>
<th>speedup @1000 users</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.2</td>
<td>17.5</td>
</tr>
<tr>
<td>2</td>
<td>12.4</td>
<td>18.2</td>
</tr>
<tr>
<td>3</td>
<td>5.7</td>
<td>12.4</td>
</tr>
<tr>
<td>4</td>
<td>NA</td>
<td>3.9</td>
</tr>
</tbody>
</table>

BFS depth

Table 4.5 shows the speedup at 10000 users and 1000 users as the initial BFS depth is increased. It can be seen that for different trace sizes the optimal value of depth is different. For 10000 users the optimal value occurs at depth of 1 while for 1000 users the optimal occurs at a depth of 2. The reason for existence of this optimal value is that, if the depth is very low, then the jobs that are generated are may involve re-exploration of many nodes, as well the jobs may not be of equal weights thus resulting in uneven load distribution on workers. While a very high value of depth increases the initial BFS time and the load on the master.

Table 4.6: Optimal depth

<table>
<thead>
<tr>
<th>users in trace</th>
<th>optimal depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>2</td>
</tr>
<tr>
<td>2000</td>
<td>2</td>
</tr>
<tr>
<td>3000</td>
<td>2</td>
</tr>
<tr>
<td>5000</td>
<td>1</td>
</tr>
<tr>
<td>7000</td>
<td>1</td>
</tr>
<tr>
<td>10000</td>
<td>1</td>
</tr>
</tbody>
</table>

Tabel 4.6 shows the optimal depth of initial BFS for several trace sizes. It can be seen
that as the number of users in the trace increase the optimal value of the depth decreases. The optimal value is very much dependent on the configuration of the nodes in the cluster.

<table>
<thead>
<tr>
<th>users</th>
<th>mean (sec)</th>
<th>variance</th>
<th>maximum (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.0013</td>
<td>0.00025</td>
<td>0.0054</td>
</tr>
<tr>
<td>2000</td>
<td>0.57</td>
<td>4.1</td>
<td>3.2</td>
</tr>
<tr>
<td>3000</td>
<td>2.2</td>
<td>2.24</td>
<td>5.7</td>
</tr>
<tr>
<td>5000</td>
<td>2.9</td>
<td>0.36</td>
<td>4.7</td>
</tr>
<tr>
<td>7000</td>
<td>6.9</td>
<td>0.17</td>
<td>8.1</td>
</tr>
<tr>
<td>10000</td>
<td>10.3</td>
<td>0.02</td>
<td>11.4</td>
</tr>
</tbody>
</table>

Table 4.7: Speedup with depth

Table 4.7 shows the mean, variance and maximum runtime of different jobs when the initial BFS depth was 1. From the table it can be seen that as the number of users increase from 1000 to 10000 the ration of variance to mean decreases. This is because the variance is supposed to be high for the trace sizes for which optimal depth is more than 1, as they will have uneven job size distribution.

Memory bounds

![Speedup vs Memory bound](image)

Figure 4.24: Speedup with different memory bounds

As mentioned above the memory bounds play a very important role in the termination time of the parallel algorithm. Figure 4.24 shows the change in speedup achieved when the memory bound of the algorithm is changed. Note that as mentioned above the memory bound here refers to memory bound per node. It can be see that the speedup initially increases rapidly with increase in memory bound, but after a threshold it becomes constant.

The memory bounded algorithms for group mining are any-time algorithms thus it makes sense to judge the anytime performance of the parallel counterparts of these algorithms. To
measure the performance we present the results for memory bounded algorithm for the maximum size group mining algorithm with data parallelization. Solutions are taken after \( \frac{1}{3} \)rd and \( \frac{2}{3} \)rd of the complete termination time and percentage match with the optimal solution is taken. For finding the percentage match with the optimal solution metric used is:-

\[
\% \text{ match} = \frac{\sum \text{ size of groups in partial solution}}{\sum \text{ size of groups in optimal solution}} \times 100
\]  

\[ (4.1) \]

<table>
<thead>
<tr>
<th>Memory bounds</th>
<th>( \frac{1}{3} )rd time</th>
<th>( \frac{2}{3} )rd time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>@3000</td>
<td>@10000</td>
</tr>
<tr>
<td>50</td>
<td>61.3</td>
<td>33.9</td>
</tr>
<tr>
<td>100</td>
<td>69.9</td>
<td>43.2</td>
</tr>
<tr>
<td>150</td>
<td>77.8</td>
<td>62.9</td>
</tr>
<tr>
<td>200</td>
<td>87.9</td>
<td>73.9</td>
</tr>
<tr>
<td>250</td>
<td>88.5</td>
<td>82.4</td>
</tr>
<tr>
<td>300</td>
<td>82.1</td>
<td>85.6</td>
</tr>
<tr>
<td>350</td>
<td>75.2</td>
<td>88.9</td>
</tr>
<tr>
<td>400</td>
<td>74.2</td>
<td>85.2</td>
</tr>
<tr>
<td>450</td>
<td>73.3</td>
<td>77.9</td>
</tr>
</tbody>
</table>

Table 4.8: Partial completion at different bounds

Table 4.8 shows the results of various memory bounds for trace sizes of 3000 and 10000 users. It can be seen that the percentage completion at the \( \frac{1}{3} \)rd and \( \frac{2}{3} \)rd time points initially increase as the memory bounds are increased reach an optimal value and then decrease again. Analyzing this with the observations from figure 4.24 on can notice that the time of termination doesn’t change much after a certain memory bound but the decrease in the completion at partial time points out that the approach of the algorithm is slower towards the goal. In other cases algorithm already reaches the goal at partial time points but has to execute just to guarantee the optimality. Similarly Tabel 4.9 shows the optimal memory

<table>
<thead>
<tr>
<th>users</th>
<th>opt. for ( \frac{1}{3} )rd time</th>
<th>opt. for ( \frac{2}{3} )rd time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>2000</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>3000</td>
<td>250</td>
<td>200</td>
</tr>
<tr>
<td>5000</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>7000</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>10000</td>
<td>350</td>
<td>350</td>
</tr>
</tbody>
</table>

Table 4.9: Optimal memory bounds

bound for the \( \frac{1}{3} \)rd and \( \frac{2}{3} \)rd time points for different sizes of trace data. From this it can be notices that the optimal memory bound increases steadily with the increase in the number of users in trace file given that the number of nodes in the machine cluster are kept constant.
4.10 Discussions

In this chapter we produced detailed results of the experiments conducted on the parallelization techniques. From the results one can observe that the data parallelization technique emerges out to be superior to the simple branch parallel technique, which though effective with unbounded cases, falters when a bound is kept on the memory. Even when comparing the stability and scalability of the two approaches the data parallel approach emerges better in terms of both the metrics. It shows much more stable performance across different versions and shows better trends with increase in data size. Though no conclusive comments can be made on the scalability as the data set and the cluster size for the experiments is very less as compared to the expected data size in practical scenarios. In both the figures 4.6.2 and 4.7.2, we can observe that the speedup goes down as the number of users are increased. Thus the data parallel approach becomes susceptible to network congestion when there is memory bound on individual workers. There is a slight saturation in the case of maximum size group search but given the range of data for experiment, nothing conclusive can be derived.

As per the problem statement the parallelization schemes do achieve the objective of running the group mining algorithms on machine cluster with appreciable node utilization. The Branch parallel approach achieves the speedup using the brute power of the individual machines while the Data parallel approach utilizes the distributed power by finding patterns in the data and parallelizing it. The experimental results show that best results are obtained when:

1. There is no bound on the working memory of the algorithm.
2. There is minimal dependence on the results of other jobs.
3. There is minimal re-exploration of nodes.
4. Load distribution on the workers.

From the experiments conducted in this thesis following verdicts can be passed specific to the approached discussed in the text:

1. Parallelizing group mining algorithms that don’t have a bound on the memory is much easier and better performance-wise as compared to the case of memory bounds. The DFS algorithm, given its innate parallelism and low dependence on the results of other branches can be parallelized most effectively.
2. The underlying file system or the distributed system plays a very important role in the performance of the parallelization schemes. As seen in the previous sections the variation of the redundancy factor changes the performance of the algorithms. Similarly it can be conjectured that some better file system can further improve the performance of the schemes.
3. The verdict on scalability is two fold. Firstly the scalability of the distributed system concerns about whether the algorithms developed can be used in a bigger cluster. The
experimental results show that increase in the speedup is linear with the increase in
the cluster size thus theoretically the algorithms shall be scalable. However given the
small range of cluster sizes for the experimentation nothing can be conclusively said
regarding scalability of the distributed system. The second aspect of the scalability is
that whether the algorithm can retain its performance as the data set size is increased.
From the experimental results it can be seen that while the branch parallel version
shows a steep decline in the performance as data size is increased, the data parallel
version initially decreases but then tends to stabilize. Thus the data parallel version
is more stable with respect to increase in the dataset size.

4. The applicability of the branch parallel scheme on bounded memory cases is very
poor. While the data parallel version performs fine with these versions. Still in the
case of bounded maximum coverage group search where there is high inter dependence
between job the performance of data parallel version decreases rapidly as the dataset
size is increased.

5. The memory bound per node of the cluster also plays a very important factor in the
performance of the parallel algorithm. As observed in the experiments a very low
bound on memory can affect the performance in terms of termination time, higher
bound on memory affect the rate at which algorithm approaches the goal state.

6. With proper memory bounds the performance of anytime algorithms in terms of partial
results is also appreciable. In many cases the algorithm reaches the goal state even
before $\frac{2}{3}$ of its actual execution time. This shows that the quality of partial results
produced is very good.

7. Although the preprocessing time is not included in the final results, as depicted in
the results it is comparatively smaller to the actual execution time of the algorithm.
Omission of the preprocessing time may also be reasonable since the preprocessing is
actually just changing the data format. If the data format was initially collected in
the required way, the preprocessing step may not have even been required.
Chapter 5

Conclusions

In the present work we proposed two approaches for parallel implementation of specific group mining algorithms. We analyzed the two approaches on two separate datasets and concluded that the parallelization techniques are indeed feasible within the scope of study. The stability and the scalability of the schemes proposed are questionable since the study was limited to only a small cluster of 20 machines and the data size used never exceeded 10000 users. Next we shall discuss the limitations of the present work and some possible future work.

5.1 Limitations

The conclusions made herein are limited by the hardware resources available, time and scope of the problem. The present work only attempts to parallelize the already existing group mining algorithm, it doesn’t aim to improve the mining algorithm itself or concern about the quality of the solutions by changing the definition of groups. The experiments were conducted on a small cluster of size 20 nodes other than the master, thus the scalability of the distributed system can’t be commented upon. Similarly because of time schedule limitations the maximum size of dataset used in the experiment is 10000 users, where as the general aim of parallel group mining algorithms is in the order of $10^6$ users, extrapolations done to make conclusions about scalability may not work at such large scales. The implementation of the algorithms was done in python programming language, coding in lower level languages like Java or C may provide better results. Another important limitation of the current study is that the algorithms have been tested out only one real dataset. This might not be conclusive to say that the results will be similar or even comparable if used with some other dataset.

5.2 Future Work

There are some prospects to further expand this work. The experiments can be conducted on a larger machine cluster to conclusively comment on the scalability of the distributed system. Similarly simulations on more real world user mobility may give greater insights into the ways of improving the algorithms. The present schemes can be tested out or modified according to other definitions of groups and analyzed. Re-implementing the system in lower
level languages might also provide better and different results from those discussed here. More parallelization schemes may be proposed based on the lines of parallel algorithms like PV-node or PV-cut or dynamic tree splitting (as generally done in multi-core $\alpha$-$\beta$ search). Further more different groups mining algorithms (like based on Born-Kerboch Algorithm) may be attempted to run on machine clusters and there results compared to the present work. There can also be an exhaustive study on the variation of the results with change in algorithm parameters to arrive at conclusive remarks about interrelation of those parameters and the parallelization of the algorithm.
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