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Motivation

● Class-Incremental Continual Learning (CIL):
Training on new classes of images, while continuing to perform well on all 
classes encountered till now.

● Motivation: 
Prompt-tuning based approaches have proven to be effective for CIL by 
using small learnable vectors on top of pre-trained vision transformers to 
adapt to emerging tasks

● Challenge: Catastrophic Forgetting
Retraining on new data causes the model to forget previously learned 
features.

Catastrophic 
Forgetting

Our Contributions
- ConvPrompt for class-incremental continual learning using vision  

transformers, with convolution-based dynamically generated learnable 
vectors (prompts) being used to overcome catastrophic forgetting

- Dynamically decide the number of prompts to be added for each task, using 
text-based attribute similarity where the attributed for the classes in each task 
are generated using LLMs

Method
Training:
- For every task, a set of convolutional kernels (prompt generators) are learnt which act 
on the [cls] token to produce the necessary prompt components for the image
- A weighted combination of the prompt components generated using Convolution over 
the shared embedding gives the final prompt
-The number of prompt generators required is decided beforehand based on attribute 
similarity between the current and previous tasks
Inference:
- The entire pool of learned prompt generators is used to generate the prompt 
components and a weighted-combination of these gives the final-prompt during test-time

Experiments
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