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CS60035/CS60086 Selected Topics in Algorithms, Autumn 2016–2017

Mid-Semester Test

20–September–2016 CSE-107, 2:00–4:00pm Maximum marks: 60

[

Write your answers in the question paper itself. Be brief and precise. Answer all questions.
]

1. In the makespan scheduling problem, n jobs with processing times t1, t2, . . . , tn are to be assigned to m

identical processors. All the machines start operating at the same time t = 0, and finish the assigned

jobs without any idle time between consecutive jobs. The time when the machine with the highest

assigned load finishes is called the makespan. The objective is to minimize the makespan. Assume that

m 6 n. Let T = max(t1, t2, . . . , tn), so the input size can be taken as n log2 T . Consider the following two

parameterizations of the input:

Par1(t1, t2, . . . , tn;m) = mn
,

Par2(t1, t2, . . . , tn;m) = nm
.

Prove the following assertions.

(a) The makespan scheduling problem has a polynomial-time Par1-parameterized algorithm. (6)

Solution The exhaustive-search algorithms assigns each job to each of the processors. There are mn assignments possible.

For each assignment of all the n jobs, the makespan can be computed in time polynomial in the input size.
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(b) The makespan scheduling problem cannot have a polynomial-time Par2-parameterized algorithm

unless P = NP. (8)

Solution Assume that there is a Par2-parameterized polynomial-time algorithm A for the makespan scheduling problem.

The running time of A is O((nm)k(n logT )l) for some constant k, l. We use this algorithm to solve the

subset-sum problem in polynomial time. Let t1, t2, . . . , tn be an instance of the subset-sum problem (so that

t1 + t2 + · · ·+ tn = 2S is even). We take m = 2, and run A on (t1, t2, . . . , tn;2), and return true if and only if

the optimal makespan returned by A is S. The running time is O(n2k+l logl T ) which is O((n logT )2k+l), that

is, polynomial in the input size. Since the subset-sum problem is NP-complete, this algorithm for solving the

subset-sum problem in polynomial time proves P = NP.
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2. We want to solve the following real-valued linear-programming problem:

minimize 3x1 +2x2 +2x3 +6x4

subject to x1 + x2 > 5, x1 + x3 > 4, x4 > 1, x1,x2,x3 > 0.

(a) What is the dual of this problem? (No need to derive.) (4)

Solution There are three constraints (first, second and third) in the primal problem. Thus, the dual problem is:

maximize 5y1 +4y2 + y3

subject to y1 + y2 6 3, y1 6 2, y2 6 2, y3 6 6, y1,y2,y3 > 0.

(b) Find all the vertices of the polytope defined by the constraints of the dual problem. (6)

Solution The polytope corresponding to the given constraints are shown in the adjacent figure. The ten vertices on the

polytope are:
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P0 = (0,0,0),

P1 = (2,0,0),

P2 = (2,1,0),

P3 = (1,2,0),

P4 = (0,2,0),

P5 = (0,0,6),

P6 = (2,0,6),

P7 = (2,1,6),

P8 = (1,2,6),

P9 = (0,2,6).
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(c) Evaluate the dual objective function at the vertices of the polytope of Part (b), and solve the dual

problem optimally. (6)

Solution The objective function—call it f (y1,y2,y3) = 5y1 + 4y2 + y3—is maximized at a vertex of the constraint

polytope. So it suffices to evaluate f at Pi for i = 0,1,2, . . . ,9. We have:

f (P0) = 0,

f (P1) = 10,

f (P2) = 14,

f (P3) = 13,

f (P4) = 8,

f (P5) = 6,

f (P6) = 16,

f (P7) = 20,

f (P8) = 19,

f (P9) = 14.

It follows that the dual problem has the optimal (maximum) solution 20 achieved at the vertex P7.

(d) What is the optimal solution of the original (that is, primal) problem? (4)

Solution By the principal of (strong) duality, the primal problem has the optimal (minimum) solution 20.
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3. Let G = (V,E) be an undirected graph with n vertices and m edges. Each edge e ∈ E is associated

with a positive integer cost c(e). A cut (S,T ) of G with T = S = V \ S is defined by the set of edges

C(S,T ) = {(u,v) ∈ E | u ∈ S, v ∈ T}. The cost of the cut is cost(S,T ) = ∑e∈C(S,T ) c(e). The weighted

maximum-cut problem is to find a cut (S,T ) for which cost(S,T ) is maximized.

(a) Assuming that the edge costs are bounded by a constant, propose a polynomial-time local-search 2-

approximation algorithm for the weighted maximum-cut problem. (6)

Solution Set S = /0.
While (1) {

Find a vertex u such that switching u to the other part increases cost(S,S).
If no such u is found, return (S,S),
otherwise switch u to the other part.

}

Each iteration increases the cost of the cut by at least one. If the edge costs are bounded by B (a constant), the

maximum number of iterations is B×|E|, that is, the algorithm runs in polynomial time.

(b) Prove that the approximation factor of your algorithm is 2. (6)

Solution For each u ∈V , let LN(u) denote the set of neighbors of u in the same part (S or T ) as u (the local neighbors),

and let RN(u) denote the set of non-local (remote) neighbors of u. Also, let Nbr(u) = LN(u)∪RN(u) (the set

of all neighbors of u). The algorithm terminates when for all u ∈V , we have

∑
v∈RN(u)

c(u,v)> ∑
w∈LN(u)

c(u,w).

Now, v is a remote neighbor of u if and only if u is a remote neighbor of v. It therefore follows that
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2× cost(S,T ) = ∑
u∈V

∑
v∈RN(u)

c(u,v) > ∑
u∈V

1

2

[

∑
v∈RN(u)

c(u,v)+ ∑
w∈LN(u)

c(u,w)

]

=
1

2
∑
u∈V

∑
v∈Nbr(u)

c(u,v) =
1

2
×2× ∑

e∈E

c(e) = ∑
e∈E

c(e) > OPT.

(c) Prove/disprove: The approximation factor 2 of your algorithm is tight, that is, you can construct a graph

for which the algorithm may stop with cost(S,T ) equal to exactly half of the cost of the optimal cut. (6)

Solution Consider the example provided in the following figure.
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Here, n= 4k, and G is the complete bipartite graph K2k,2k with the bipartition V1,V2 having sizes |V1|= |V2|= 2k.

Each edge has cost 1, so the optimal cut has cost OPT = |E| = m = (2k)× (2k) = 4k2. Suppose that the

algorithm reaches an iteration where the current cut (S,T ) corresponds to the four subsets A=V1∩S, B=V2∩S,

C =V1 ∩T , and D =V2 ∩T of sizes k each. With each edge cost being 1, this is an instance of the unweighted

maximum-cut problem. Each u ∈V has exactly k neighbors in its part (S or T ), and exactly k neighbors in the

other part. For example, if u ∈ A, its neighbors in S are all the vertices in B, and its neighbors in T are all the

vertices in D. Therefore by moving any vertex from its part to the other, we cannot improve the cost of the

current cut, and this cost is the sum of the counts of A-D and B-C edges, that is, cost(S,T ) = 2k2 = 1
2
×OPT .
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4. Propose a 0,1-valued linear-programming formulation of the weighted maximum-cut problem of Exercise 3.

You do not have to solve the LP (or its relaxed version). Only express the given problem as a maximization

problem, and specify all the required constraints. (8)

Solution For each u ∈V , introduce a variable xu with the interpretation that

xu =
{

0 if u ∈ S,

1 if u ∈ T .

For each e ∈ E, introduce a variable ye with the interpretation that

ye =
{

1 if e ∈C(S,T ) (that is, e is a cut edge),

0 otherwise.

For each e ∈V , introduce another variable ze with the interpretation that

ze =
{

0 if both the endpoints of e are in S,

1 otherwise.

Our task is to

maximize ∑
e∈E

c(e)ye.

For setting up the desired constraints, take any edge e = (u,v) ∈ E. If both u,v ∈ S, we have xu = xv = ye = 0.

If one of u,v belongs to S and the other to T , we have xu +xv +ye = 2. Finally, if both u,v belong to T , we have

xu = xv = 1 and ye = 0. So the constraints are

xu + xv + ye = 2ze for all e = (u,v) ∈ E.
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