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CS60026 Parallel and Distributed Algorithms, Autumn 2018–2019

Mid-Semester Test

17–September–2018 NR-121/122/221/222, 02:00–04:00 pm Maximum marks: 50

[

Write your answers in the question paper itself. Be brief and precise. Answer all questions.
]

If you use any algorithm/result/formula covered in the class, just mention it, do not elaborate.

1. Let A,B be n× n matrices, and we want to compute their product C = AB. Although this problem can be

solved in o(n3) time, let us take the best sequential running time of a simple matrix-multiplication algorithm

as T ∗(n) = Θ(n3). Consider the following parallel algorithm in the WT presentation level for computing C.

1. For all i, j,k ∈ {1,2,3, . . . ,n} pardo: Set C(i, j,k) = A(i,k)B(k, j).

2. For all i, j ∈ {1,2,3, . . . ,n} pardo:

Use the balanced-binary tree method to compute C(i, j) =
n

∑
k=1

C(i, j,k) in parallel.

Let us use p processors to run this algorithm. Recall that p is called an optimal number of processors if

it is as large as possible and the speedup (relative to T ∗(n)) is still Θ(p). Deduce the optimal number of

processors for this algorithm. What is the parallel running time of this algorithm if it uses the optimal

number of processors? (7+3)

Solution Step 1 runs in Θ(1) time and does Θ(n3) work. The BBT method of Step 2 to compute each n-fold sum takes

Θ(logn) time and does Θ(n) work, so Step 2 runs in Θ(logn) parallel time and makes a total of Θ(n3) work.

To sum up, the give algorithm has

W (n) = Θ(n3),

T (n) = Θ(logn).

By Brent’s WT scheduling principle, the parallel running time on p processors is then

Tp(n) = O

(

n3

p
+ logn

)

,

that is, the speedup is

Sp(n) =
T ∗(n)

Tp(n)
= O

(

pn3

n3 + p logn

)

.

It follows that Sp(n) = Θ(p) if p logn = Θ(n3), that is, p = Θ

(

n3

logn

)

. Plugging in this value of p in the

expression for Tp(n) gives Tp(n) = Θ(logn).
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2. An online merchant stores its item information in a secure array A = (a1,a2, . . . ,an), where each ai is a

non-negative integer (which may stand for the count of the i-th item for sale). At the beginning of each

day (5 am), the company makes a copy B = (b1,b2, . . . ,bn) of A. Daily transactions modify the copy B.

During the maintenance hour (4–5 am), the changes made in the copy B are carefully examined by the audit

department, and subsequently B is copied back to A before 5 am. Since n is large, the audit department asks

for your help to design an efficient parallel algorithm to find out which entries of B changed during the day.

Let these indices be 1 6 i1 6 i2 6 · · ·6 ik 6 n for some k (depending on the day). Your task is to compute

k and the index array C = (i1, i2, . . . , ik) so that the audit department can focus on these items only. Propose

an O(logn)-time O(n)-work CREW PRAM algorithm to solve this problem. The two arrays A and B (and

their size n) are only provided as input to your algorithm. (10)

Solution We use two additional arrays U,V of size n. The algorithm has the following steps.

1. For i = 1,2,3, . . . ,n, pardo: If ai 6= bi, set U(i) = 1, else set U(i) = 0.

2. Compute the prefix sums of U to V .

3. Set k =V (n).

4. For i = 1,2,3, . . . ,n, pardo: If U(i) = 1, set C(V (i)) = i.

Steps 1 and 4 take O(1) time and do O(n) work. Step 3 requires O(1) time and O(1) work. Finally, Step 2 can

be implemented to run in O(logn) time using O(n) work (on a CREW or EREW PRAM).
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3. Let n be a power of 2, and A(x) and B(x) two polynomials (with numeric coefficients) of degree n− 1.

The polynomials are presented to you as two arrays A = (a0,a1,a2, . . . ,an−1) and B = (b0,b1,b2, . . . ,bn−1),
where ai and bi are the coefficients of xi in A(x) and B(x), respectively. Propose an O(logn)-time parallel

algorithm to compute the product polynomial C(x) = A(x)B(x). What PRAM model do you use? What is

the work done by your algorithm? (6+2+2)

Solution Let us use a divide-and-conquer algorithm. Consider the half-sized polynomials Alo =
(

a0,a1,a2, . . . ,a n
2−1

)

,

Ahi =
(

a n
2
,a n

2+1, . . . ,an−1

)

, Blo =
(

b0,b1,b2, . . . ,b n
2−1

)

, and Bhi =
(

b n
2
,b n

2+1, . . . ,bn−1

)

. We have

A(x) = x
n
2 Ahi(x)+Alo(x),

B(x) = x
n
2 Bhi(x)+Blo(x).

Therefore their product is

C(x) = xnAhi(x)Bhi(x)+ x
n
2

(

Ahi(x)Blo(x)+Alo(x)Bhi(x)
)

+Alo(x)Blo(x).

This gives the following recursive algorithm.

1. Compute Ahi,Alo,Bhi,Blo by halving the input arrays.

2. Compute the four products D3 = AhiBhi,D2 = AhiBlo,D1 = AloBhi,D0 = AloBlo recursively in parallel.

3. For i = 0,1,2, . . . ,2n−2, pardo: Set C(i) = 0.

4. For i = 0,1,2, . . . ,n−2, pardo:

– Add D3(i) to C(n+ i).

– Add D2(i) to C( n
2
+ i).

– Add D1(i) to C( n
2
+ i).

– Add D0(i) to C(i).

We have the recurrence relations:

T (n) = T (n/2)+Θ(1),

W (n) = 4W (n/2)+Θ(n).

The solutions of these are:

T (n) = Θ(logn),

W (n) = Θ(n2).

Since concurrent write is not needed, this algorithm runs on a CREW PRAM. Step 2 requires concurrent reads

by the recursive calls. However, if we make copies of half-sized polynomials for each recursive call (can be

done in Θ(1) parallel time using Θ(n) work), then this algorithm also runs on an EREW PRAM.

Note: This problem can also be solved non-recursively on a CREW/EREW PRAM within the same time and

work bounds. Compute and store all the products pi j = aib j. Then, compute the coefficients of C in parallel

using the formula ck = ∑
i, j

i+ j=k

pi j by the balanced binary tree method. The handling of the indices i, j with

i+ j = k is a little bit problematic, but can in principle be done.
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4. In the class, we have seen a common-CRCW PRAM algorithm to find the maximum of an array A of n

numbers in O(1) time using n2 processors. For simplicity, let n be a perfect fifth power. Propose a common-

CRCW PRAM algorithm to compute the maximum of A in O(1) time but using only n6/5 processors. (10)

Solution Let us call the algorithm using quadratic number of processors (as discussed in the class) the basic maximum

algorithm. Given this algorithm, we can design the following algorithm.

1. Break A into n4/5 chunks Bi each of size n1/5.

2. Compute the n4/5 maximums B = (b1,b2, . . . ,bn4/5) of Bi in parallel by the basic maximum algorithm.

3. Break B into n3/5 chunks Ci each of size n1/5.

4. Compute the n3/5 maximums C = (c1,c2, . . . ,cn3/5) of Ci in parallel by the basic maximum algorithm.

5. Compute and return the maximum of C by the basic maximum algorithm.

Clearly, each step requires O(1) time (given sufficiently many processors). In order to estimate the processor

requirement, we note that Step 2 requires (n1/5)2 × n4/5 = n6/5 processors, Step 4 requires (n1/5)2 × n3/5 = n

processors, and Step 5 requires (n3/5)2 = n6/5 processors.
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5. Let T = (V,E) be a rooted tree with V = {1,2,3, . . . ,n}, and with some r ∈ V specified as the root. Each

node in T has a specific ordering of its children, so we can talk about the first, second, third, . . . children of

a node. Also, the next sibling of the i-th child u of v is the (i+1)-st child of v. The tree T is supplied to you

by n,r and two arrays fc and ns of size n each (and by nothing else). For each u ∈V , the element fc(u) is the

first child of u, or 0 is u does not have a child. Likewise, for each u ∈V , the element ns(u) is the next sibling

of u, or 0 if u does not have a next sibling. The following figure gives an example (n = 12 and r = 7, with

left-to-right child ordering). Your task is to compute an array p of size n such that p(u) stores the parent

of u for all u ∈ V (we have p(r) = 0 for the root r). Propose an O(logn)-time EREW PRAM algorithm to

solve this problem. What is the work done by your algorithm? (8+2)
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Solution First, each parent copies its number to its first child. Then, the first child copies the parent number to its siblings

by the pointer-jumping technique. Let v have k children u1,u2,u3, . . . ,uk. The parent sets p(u1) = v. Then, u1

copies v to p(u2), then u1,u2 copy v to p(u3) and p(u4), then u1,u2,u3,u4 copy v to p(u5), p(u6), p(u7), p(u8),
and so on. It is clear that all siblings of u1 eventually get the parent number v in O(logk) parallel steps. Since

k 6 n−1, the desired parallel running time follows.

For u = 1,2,3, . . . ,n pardo:

1. Initialize p(u) = 0.

2. If fc(u) 6= 0, set p(fc(u)) = u.

3. Make a copy S(u) = ns(u).

4. While S(u) 6= 0, repeat: /* Sequential pointer-jumping loop */

– If p(u) 6= 0, copy p(u) to p(S(u)).

– Set S(u) = S(S(u)).

The work done by this algorithm is O(n logn) (since each node has 6 n− 1 children). If the busy wait based

upon the condition p(u) 6= 0 can be avoided, the work done can be derived to be O(n).
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