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[This test is open-notes. Answer all questions. Be brief and precise.]

1 Suppose we want to compute the smallest primep > n, wheren is a given positive integer. Assume that
n ≫ 1. The obvious strategy is to test the primality ofn, n + 1, n + 2, . . . until a primen + k is found.
During the search, it is natural to exclude the integers which areobviously not prime. For example, there is
no need to check the primality of even integers, the multiples of 3, the multiples of5, and so on. A sieve
can be used to throw away multiples of small primesp1, p2, . . . , pt and check the primality of only those
integers of the formn + i that do not have prime divisors6 pt. One takest between10 and1000.

A primep is called aSophie Germain prime if 2p+1 is also a prime. It is conjectured that there are infinitely
many Sophie Germain primes. Ifp is a Sophie Germain prime, the prime2p + 1 is called asafe prime. Safe
primes are frequently used in cryptography.

In this exercise, you are asked to extend the above sieve for locating the smallest Sophie Germain prime
p > n for a given positive integern ≫ 1. Sieve over the interval[n, n + M ].

(a) Determine a value ofM such that there is (at least) one Sophie Germain prime of the form n + i,
0 6 i 6 M , with high probability. The value ofM should be as small as possible. (5)

(b) Describe a sieve to throw away the values ofn + i for which eithern + i or 2(n + i) + 1 has a prime
divisor 6 pt. Taket as a constant (like100). (10)

(c) Describe the gain in the running time, that you achieve usingthe sieve. (10)

2 In Floyd’s variant of Pollard’s rho method for factoring theintegern, we compute the values ofxk and
x2k and thengcd(xk − x2k, n), for k = 1, 2, 3, . . . . Suppose that we instead computexrk+1 andxsk and
subsequentlygcd(xrk+1 − xsk, n), for k = 1, 2, 3, . . . , wherer, s ∈ N.

(a) Deduce a condition relatingr, s and the lengthl of the cycle such that this method is guaranteed to
detect a cycle of lengthl. (10)

(b) Characterize all the pairs(r, s) such that this method is guaranteed to detect cycles of any length. (5)

3 Dixon’s method for factoring an integern can be combined with a sieve in order to reduce its running time
to L[3/2]. Instead of choosing random values ofx1, x2, . . . , xs in the relations, we first choose a random
value ofx and, for−M 6 c 6 M , we check the smoothness of the integers(x + c)2 (mod n) overt small
primesp1, p2, . . . , pt. As in Dixon’s original method, taket = L[1/2].

(a) Determine the value ofM for which one expects to get a system of the desired size. (5)

(b) Describe a sieve over the interval[−M,M ] for detecting the smooth values of(x + c)2 (mod n). (10)

(c) Deduce how you achieve a running time ofL[3/2] using this sieve. (10)

4 (a) Let h ∈ F
∗

q have orderm (a divisor ofq − 1). Prove that fora ∈ F
∗

q , the discrete logarithmindh a
exists if and only ifam = 1. (10)

(b) Suppose thatg and g′ are two primitive elements ofF∗

q. Show that if one can compute discrete
logarithms to the baseg in O(f(log q)) time, then one can also compute discrete logarithms to the base
g′ in O(f(log q)) time. (You may assume thatf(log q) is a super-polynomial expression inlog q.) (10)

5 Suppose that in the linear sieve method for computing discrete logarithms inFp, we obtain anm×n system
of congruences, wheren = t + 2M + 2 andm = 2n. Assume that theT (c1, c2) values behave as random
integers (within a bound). Calculate the expected number ofnon-zero entries in them×n coefficient matrix.
You may make use of the fact that, for a positive real numberx, the sum of the reciprocals of the primes6 x
is approximatelyln ln x + B1, whereB1 = 0.2614972128 . . . is known as theMertens constant. (Note that
the expected number of non-zero entries is significantly smaller than the obvious upper boundO(m log p).) (15)
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