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CS21003 Algorithms–I, Spring 2017–2018

Mid-Semester Test

22–February–2018 V4,NR121/122/221/322/422, 02:00pm–04:00pm Maximum marks: 40

[

Write your answers in the question paper itself. Be brief and precise. Answer all questions.
]

If you use any algorithm/result/formula covered in the class, just mention it, do not elaborate.

1. Complete binary trees (heaps) have contiguous

representations where the indices of the child

nodes of a node at a given index can be

obtained by easily computable formulas (the

children of the node at index i are at indices

2i and 2i+ 1 under one-based indexing). The

parent representations of arbitrary rooted trees

are also contiguous. General binary trees can

also have contiguous representations. Now,

the indices of the child nodes cannot be

computed by well-specified formulas, so we

need to store the two indices against every

node. The adjacent figure demonstrates this

idea. The tree is specified by an array of

triples (key, lidx,ridx), where key is the key

value stored in a node, and lidx and ridx are

the indices of the array cells storing its left

and right children. Do not assume any specific

storage ordering (like level-by-level) of the

node triples in the array. Externally remember

the array index storing the root.
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In the above example, the root is stored at index 5. Its key is 16, and its two children are at indices 3 and 7.

The node at index 0 stores key 11, has no left child, and has a right child stored at index 9. The node stored

at index 1 is a leaf. The non-existence of a child is specified by a special marker (shown as – in the figure,

and can be the invalid index −1). In this representation, we do not store the index of the parent of a node.

(a) Propose an algorithm that, given a binary tree represented as an array of triples and the index of the

root, computes and returns the height of the tree. Mention the running time of your algorithm. (4+1)

Solution The following recursive algorithm computes the height. The outermost call should pass the index of the root as

nodeidx.

int height ( triple T[], int nodeidx )

{

int lht, rht;

if (nodeidx == INVALID) return -1;

lht = height(T, T[nodeidx].lidx);

rht = height(T, T[nodeidx].ridx);

return 1 + max(lht,rht);

}

The running time is O(n), where n is the number of nodes in the tree.



(b) The ancestors of a node v in a binary tree are defined as: Ancestor(0)(v) = v, and Ancestor(k)(v) =
Parent(Ancestor(k−1)(v)) for k > 1. The parent of the root is assumed to be the root itself. Write a function

that, given a binary tree represented as an array of triples, the index of the root, and the index of an arbitrary

node v in the array of triples, prints the keys of all the ancestors of v in the tree. For example, in the tree

given on the earlier page, the ancestors of the node at index 2 have the key values 7,2,15,16. Mention the

running time of your algorithm. (4+1)

Solution We make a traversal of the tree. Only the ancestors of v print their key values. The return value (Boolean)

indicates whether the current node is an ancestor of v. The outermost call should pass the index of the root as

nodeidx.

int printancestors ( triple T[], int vidx, int nodeidx )

{

int lresp, rresp;

if (nodeidx == INVALID) return 0;

if (nodeidx == vidx) {

print(T[nodeidx].key);

return 1;

}

lresp = printancestors(T, vidx, T[nodeidx].lidx);

rresp = printancestors(T, vidx, T[nodeidx].ridx);

if ((lresp == 0) && (rresp == 0)) return 0;

print(T[nodeidx].key);

return 1;

}

The running time is again O(n) (in the worst case), where n is the number of nodes in the tree.
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2. Heaps introduced in the class are called binary

heaps. Ternary heaps are realized by complete

ternary trees where each node can have three

children: left, mid, and right. All levels except

perhaps the last must be full. Leaves appear

only in the last two levels. Also, the leaves at

the last level must be to the left of the empty

positions. Finally, the key stored at any node

must not be smaller than the keys stored in

its children. The adjacent figure illustrates a

ternary heap and its contiguous representation.
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Propose an algorithm to convert an array H of integers of size n to a ternary heap in the contiguous

representation. More precisely, write the heapify and makeheap functions for a ternary heap. (7+3)

Solution Let us use zero-based indexing. The three children of the node at index i are at indices 3i+1, 3i+2 and 3i+3.

The parent of the node at index i is at index ⌊(i−1)/3⌋.

void heapify ( int H[], int n, int i )

{

int lidx, midx, ridx, maxidx, t;

while (1) {

lidx = 3*i+1; midx = 3*i+2; ridx = 3*i+3;

if (lidx >= n) break;

if (midx >= n) maxidx = lidx;

else if (ridx >= n) maxidx = (H[lidx] >= H[midx]) ? lidx : midx;

else {

maxidx = lidx;

if (H[midx] > H[maxidx]) maxidx = midx;

if (H[ridx] > H[maxidx]) maxidx = ridx;

}

if (H[i] >= H[maxidx]) break;

t = H[i]; H[i] = H[maxidx]; H[maxidx] = t;

i = maxidx;

}

}

void makeheap ( int H[], int n)

{

int i;

for (i=(n-2)/3; i>=0; --i)

heapify(H,n,i);

}
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3. The Fibonacci numbers are defined as F0 = 0, F1 = 1, and Fn = Fn−1 +Fn−2 for n > 2. Let M =

(

0 1

1 1

)

.

(a) Prove that

(

Fn

Fn+1

)

= Mn

(

F0

F1

)

for all n > 0. (Remark: M0 is the identity matrix I2 =

(

1 0

0 1

)

.) (5)

Solution [By induction on n] The result is obvious for n = 0. So assume that the result holds for some n > 0. But then,

Mn+1

(

F0

F1

)

= M×Mn

(

F0

F1

)

= M

(

Fn

Fn+1

)

=

(

Fn+1

Fn +Fn+1

)

=

(

Fn+1

Fn+2

)

.

(b) Propose an O(logn)-time divide-and-conquer algorithm for computing Fn using the formula of Part (a).

Justify that your algorithm runs in O(logn) time. (3+2)

Solution First, notice that two 2× 2 matrices can be multiplied in O(1) time. Moreover, a 2× 2 matrix and a two-

dimensional vector can be multiplied again in O(1) time. Therefore it suffices to compute Mn (or Mn−1 which

also contains Fn if n > 0) in O(logn) time. The following recursive algorithm computes Mn.

1. If n = 0, return I2.

2. If n = 1, return M.

3. Let m = ⌊n/2⌋.

4. Recursively compute N = Mm, and set P = N2.

5. If n = 2m+1, set P = PM.

6. Return P.

We have T (n) = T (⌊n/2⌋)+Θ(1). Since log2 1 = 0, the master theorem of divide-and-conquer recurrences

implies T (n) = Θ(logn).
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4. You have n jobs, each requiring one unit of time. At any point of time, you can do only one job. If you start

a job, you must finish it before you start another job. For each i, there is a deadline ti ∈ {0,1,2, . . . ,n− 1}
associated with the i-th job. If the job is started at a time 6 ti, you get a profit of pi (a positive integer).

If the job is started at a time > ti, you get no profit at all. This means that if you cannot schedule a job

on or before its start deadline, you do not schedule this job at all. Notice that the deadlines ti need not be

distinct from one another. Your task is to select and schedule a subset of the jobs in such a way that your

total profit is maximized. Propose an O(n logn)-time greedy algorithm to solve this problem. Analyze that

your algorithm has the given running time. (8+2)

Solution We first sort the deadline array in descending order. We use a max-priority queue Q of maximum size n. The

priority queue stores (ti, pi), and its heap ordering is based on the profits (the second component). The steps of

the algorithm are given below.

1. Sort the array of deadlines by an optimal sorting algorithm.

2. Initialize a max-priority queue Q to empty.

3. For time = n−1,n−2, . . . ,2,1,0, repeat:

(a) March through the sorted array of deadlines, and insert in Q all (ti, pi) with ti = time.

(b) If Q is non-empty, schedule the job at the root of Q, and then delete this job (deletemax) from Q.

The correctness of this greedy approach is straightforward to prove.

Step 1 can be done in O(n logn) time, for instance, if we use merge sort or heap sort. Step 2 takes O(1) time.

Since T is sorted in the descending order, the march in Step 3(a) is only a forward march, and n pairs are inserted

in Q in a total of O(n logn) time. Finally, each run of Step 3(b) requires O(logn) time (time for deletemax). So

the overall running time of this algorithm is O(n logn).

Remarks: The earliest-deadline-first greedy strategy need not work. Consider the following example with

n = 3. Job 0 has the earliest deadline. If we schedule it at time = 0, we can schedule either Job 1 or Job 2 at

time = 1 (and no job at time = 2). This gives a maximum profit of 2+ 6 = 8. A better strategy is to schedule

Jobs 1 and 2 at time = 0,1 (in any order), leading to a profit of 6+5 = 11.

i 0 1 2

ti 0 1 1

pi 2 6 5

The maximum-profit-first greedy strategy too may fail to work as illustrated by the following example with

n = 3. This strategy advocates scheduling Job 0 at time = 0. But then, we can schedule neither Job 1 nor

Job 2. Thus the profit is only 5. A better strategy is to schedule Job 1 at time = 0 and then Job 0 at time = 1 or

time = 2. The profit is now 5+3 = 8,

i 0 1 2

ti 2 0 0

pi 5 3 2
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