CS21003 Algorithms I, Autumn 2011-12

End-Semester Test

Maximum marks: 60 Date: 22-November-2011 Duration: Three hours

Roll no: Name:

[ Write your answers in the question paper itself. Be brief and precisevérall questions,

1. Supply brief answers to the following parts. (10)

(a) What is the maximum possible height of a binary search treemitbhdes?

Solution n — 1.

(b) Name an optimal sorting algorithm.

Solution Merge sort or heap sort.

(c) What is the height-balancing condition used in AVL trees?

Solution |h(R) — h(L)| < 1 for every node in an AVL tree, whete andR are the left and right subtrees of the node.

(d) The running time of a divide-and-conquer algorithm satisfies the rewef&(n) = 57 (n/2)+0(n?).
What isT'(n) in the big-Theta notation of a function ef

Solution ©(n'oe2?).

(e) Leta min-heap consist of distinct keys. Argue why the maximum key must be found in a leaf node.

Solution A non-leaf node: has at least one child and the key stored inis larger than the key stored in

() Whatis the longest proper border of the strirtgbbababa?

Solution aba.

(g) Let G be a connected undirected graphromertices with each edge having a costlofWhat is the
cost of a minimum spanning tree 6f?

Solution n — 1.
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2. In Part (a) of the following figure, a weighted undirected graph is shof@or task is to construct a minimum
spanning tree (MST) of this graph usiKguskal’s algorithm. Draw the MST of the graph in Part (b). Also
write in Part (c) the sequence of edges chosen by Kruskal’s algoritiahif an edge is not included in the

MST, why it is discarded. (Examplézx, y) addedu, v) discarded because it creates the cyatgwv.)
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(c) Sequence of edges chose

(a,b) added

(d,e) added

(9,e) added

(d,g) discarded (cycle: dge)
(b,0) added

(b,d) discarded (cycle: bdg)
(a,d) discarded (cycle: adegb)
(b,e) discarded (cycle: bge)
(f,0) added

(a,f) discarded (cycle: afgb)
(c,0) added

(7)
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3. The vertex set of a binary trééon eight nodes i$a, b, ¢, d, e, f, g, h}. The inorder listing of the vertices of
T is bfdcgeha, and the postorder listing of the verticesis fdghecba. Reconstruct the treg. Explain
the relevant steps. (7)

Solution The last element in the postorder listing is the root;Isbas roota. Since nothing follows: in the inorder
listing, the right subtree ofi is empty. We need to construct the left subtreel'ofrom the inorder listing
bfdcgeh and postorder listingdghecb. The root ish. Since nothing precedésn the inorder listing, the left
subtree ob is empty. So we recursively construct the right subtrekfodm the inorder and postorder listings
fdecgeh and fdghec. The root isc. In order to construct its left subtree, we consider thénlgst fd and fd—
this has root and left childf. For the right subtree af, we consider the listinggeh andghe—this is the tree
with roote, left child g and right childh.

The tre€l is, therefore, reconstructed as follows.

()
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4. [Sngle-destination-shortest-path problem] Let G = (V,E) be a directed graph with a positive cost
associated with each edgec F, and letv € V. Your task is to find shortest, v paths for allu € V.
Describe an efficient algorithm to solve this problem. What is the running tigewfalgorithm? (7)

Solution Construct the grapty” = (V, E’) on the same vertex sktasG and with(x, y) € E’ ifand only if (y, z) € E.
The cost of(x, y) in G’ is the same as the cost@f, ) in G. Run Dijkstra’s algorithm o’

ConstructingG’ from G takesOQ(|E| + |V]) time. Since|E’| = |E|, Dijkstra’s algorithm onG’ runs in
O(|E|log |V]) time. So the running time of the above algorithnDi§ E| log |V]).

5. [Hamiltonian pathsin DAGs] Let G = (V, E) be a directed graph with vertices. AHamiltonian path in
G is a path inGG of lengthn — 1 (that is, a path on which all vertices 6fappear). In general, it is difficult to
determine whether a graghcontains a Hamiltonian path. Given th@is a directedacyclic graph, propose
anO(|V |+ |E|)-time algorithm to determine whethéfcontains a Hamiltonian path. Prove the correctness
of your algorithm. Hint: SortG topologically.) @)

Solution Letug,uq,...,u,_1 be atopological sorting of the vertices@f Returntrueif and only if (u;, u; 1) € E for
alli=0,1,2,...,n—2.

In order to prove the correctness of this algorithm, firstmmge that.g, u1, . .., u,_1 is @ Hamiltonian path in
G. Then the topological sorting @f must give the sequeneg, u, - .., u,_1, and the algorithm outputsue.
On the other hand, if the algorithm outptitse, thenug, uy, . . ., u,_1 is evidently a Hamiltonian path i@
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6. Let A = (ag,a1,a9,...,a,—1) be an unsorted array of floating-point numbers. Propose @in)-
time algorithm to compute the (floating-point) numhernot necessarily an element ¢af) for which
[ Jnax la; — x| is as small as possible. Prove the correctness of your algorithm. (7)
LIisn—

Solution Compute the minimum: and the maximund/ in the arrayA in O(n) time. Outpute = (m + M)/2.

For proving the correctness of this algorithm, tet = a, and M = a;. If z > (m + M)/2, then
las — | > |as — (m + M)/2|. On the other hand, it < (m + M)/2, then|a; — | > |a; — (m + M) /2.

7. You are givenn dates in thedd-mm-yyyy format. Describe arQ(n)-time algorithm to sort the dates
chronologically (from earlier dates to later dates). (7)

Solution The fieldsdd, mm andyyyy assume only constant numbers of valugs (2 and 10, 000, respectively). First,
sort the list by counting sort with respectdd. Then, sort the intermediate list by stable counting soth wi
respect tanm. Finally, sort the second intermediate list by stable cimgnsort with respect tgyyy. (We can
replace the last sort by four stable counting sorts witheesfo the four digits ofyyyy, starting at the least
significant digit and ending at the most significant digit.acB counting sort used above can be finished in
O(n) time.

The datesdd-mm-yyyy may also be considered as strings. Denote the string posifrom left to right by
didamimay1y2y3y4. Eight counting sorts on the eight string positions can swtdates. The sequence of
positions for these counting sorts shoulddded;, ms, m1,y4, Y3, y2, y1. All these counting sorts (except the
first) need to be stable.
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8. [Multiple string matching] Let S, 71,7, ..., T}, be strings of lengths$S| = n and |T;| = m for all
j = 1,2,..., k. Assume thatn > m. Your task is to locate all the positiorisin S at which one
of the patternsl’, T, ..., T; matches (that is, for which we havgli...i + m — 1] = T; for some
j € {1,2,...,k}). Describe an algorithm to solve this problem(ixin. + mk) expected time. (Remark:
The input size for this problem ®(n + mk), so we are seeking for a linear-time algorithm. Running
instances of KMP leads to an(nk)-time algorithm, whereok may be asymptotically larger than+ mk.) (8)

Solution We modify the Rabin-Karp algorithm. First, compute the lessbf the patternsH; = h(TI;) for j =
1,2,...,k. Using the Rabin-Karp hash function, thdséashes can be computed in a totalgyfnk) time.
Insert the pairg;j, H;) in a hash table with chaining. The insertion is made with eesfo the second element
in the pair. Subsequently, for=0,1,2,...,n —m, compute the hasH = h(S[i...i+m —1]). Ifi =0, H
is computed by directly applyingon S[0...m — 1]. If i >> 1, thenH is updated from the previous hash value
h(S[i—1...i+m—2])in O(1) time (as is done in the original Rabin-Karp algorithm). Werttsearch foff
in the hash table. For each matghH ) found in the hash table, we check whetlSéi. .. i +m — 1] = T; by
character-by-character matching. For a randomly choseh fuaction, each list in the hash table is expected
to be of (1) length. So we do not expect too many valueg &dr which this character-by-character matching
needs to be done.
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