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Chapter 6 : � -adic numbers

No more number fields! Let us now study a different area of algebraic number theory, introduced by Kurt
Hensel in an attempt to exploit the power of power series expansions in connection with numbers. While
trying to explain the properties of (rational) integers mathematicians started embedding � in bigger and
bigger structures – richer and richer in properties. � came in a natural attempt to form quotients, and for
some time people believed that that’s all about reality. Pythagoras was seemingly the first to locate and
prove the irrationality of a number, namely � � . It took mankind centuries for completing the picture of the
real line. One possibility is to look � as the completion of � . Recall that a sequence ��� , 	�
� , of rational
numbers is called a Cauchy sequence, if for every real ����� there exists ��
�� such that � ������ � ����� for
all � �!	"
#� , � �!	%$&� . Every Cauchy sequence should converge to a limit and it is � (and not � ) where
this happens. Seeing convergence of Cauchy sequences people were not whole-heartedly happy, because the
real polynomial ')(+*-, did not have – it continues not to have – roots in � . So the next question that arose
was that of algebraic closure. . was invented and turned out to be a nice field which is both algebraically
closed and complete. Voila!

Throughout the above business we were led by the conventional notion of distance between points (i.e.,
between numbers) – the so-called Archimedean distance or the absolute value. For every rational prime /
there exists a / -adic distance which leads to a ring 0�21 strictly bigger than and containing � . This is the ring
of / -adic integers. The quotient field of 0� 1 is the field � 1 of / -adic numbers. � 1 is complete in the sense
of convergence of Cauchy sequences (under the / -adic distance), but is again not algebraically closed. We
know anyway that a (unique) algebraic closure 3�21 of �21 exists. We have 4 .657�98;:<� , i.e., it was necessary
and sufficient to add the imaginary quantity = to � to get an algebraically closed field. Unfortunately in the
case of the / -adic distance the closure 3�21 is of infinite extension degree over �>1 . In addition 3�21 is again
not complete. An attempt to make 3�21 complete gives an even bigger field ?>1 and the story stops here, ?+1
being both algebraically closed and complete. But ?@1 is already a pretty huge field and very little is known
about it.

In this chapter I will introduce the formation of / -adic integers and rationals, prove the completeness of
�21 and also talk about an important theorem due to Hensel (popularly known as Hensel’s lemma). In what
follows I, without specific mention, will denote by / an arbitrary rational prime.

6.1 Arithmetic of A -adic numbers

There are various ways in which / -adic integers can be defined. A simple (and yet conventional) way is to
use infinite sequences.

6.1 Definition A / - a d i c i n t e g e r is a defined as an infinite sequence BC� �ED :FBC� �EDG�7HJI , of elements
� � 
-�21LK#:M�ONP/ � � with the property that � �RQTSVU � � BCWYX�Z[/ � D for every 	\
]� . Each � � , being an
element of �;1LK , can be represented as a (rational) integer unique modulo / � . Thus if ^ � , 	%
#� , is another
sequence of integers with ^_� U �7�)BCWYX�Z`/ � D for every 	 , the / -adic integers BC�a� D and Bb^c� D are treated the
same. In particular if �d��^ �fe / � for every 	 , then Bb^ ��D is called the canonica l represen ta t ion of BC� ��D .
The set of all / -adic integers is denoted by 0�21 .1 A sequence BC� ��D of integers with � �RQTSgU � � BCWYXhZi/ � D for
every 	 is often called a / - c o h e r e n t s e q u e n c e .

1Well! We are now in a mess of notations. We have � Kkj l �nmPo7� for every opf� . In particular for qrpVs we have �@t
which is a field that we planned to denote also by u�t . It is superfluous to have two notations for the same thing. Many authors

therefore prefer to avoid the hat and call v�>t as �>t . For them our �>t is u�t and/or �nmwqx� written explicitly. Let us stick to our old
conventions and use hats to remove ambiguities.
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See Exercise 6.1.1 for another equivalent way of defining / -adic integers. A homological definition is
provided in Exercise 6.1.4, and this definition makes it immediate that 0�21 is indeed a ring. However let us
proceed in an elementary way by explicitly defining the binary operations on 0� 1 . Before doing that let me
mention that the ring � is canonically embedded in 0�21 under the map y25z�"{ 0�21 , �`|{}BC� D . It is easy to see
that y is an injection.

6.2 Definition Let BC� ��D and Bb^ �aD be two / -adic integers. Define:

BC� �ED *<Bb^ ��D 5~: BC� � *�^ ��Dc�
BC� �aD�� Bb^ ��D 5~: BC� �k� ^ ��Dc�

One can easily check that these operations are well-defined, i.e., independent of the choice of the
representatives of � � and ^ � . It also follows easily that these operations make 0�21 a ring with additive identity
y�BC� D :FBC� D and with multiplicative identity yPB�, D :�B�, D . The additive inverse of BC��� D is ��BC��� D :�B��n��� D .
Moreover y is an injective ring homomorphism �\{ 0�21 . In view of this one often identifies the rational
integer � with the / -adic integer yPBC� D :�BC� D . We will also do so, provided that we do not expect to face a
danger of confusion. Also note that for �>
)� the � -fold sum �!BC� �ED is the same as BC� D BC� �ED :�BC�C� �aD . Thus in
this context the two interpretations of � remain perfectly consistent.

Cool! 0�21 is at least a ring. But what kind of ring is it? It turns out that 0�21 is an integral domain. In order to
see why let us focus our attention on the units of 0�21 . Let us plan to denote 0�n�1 (the multiplicative group of

units of 0�21 ) by ��1 . The next result characterizes elements of �T1 .

6.3 Proposition For BC� �aD 
-0�21 the following conditions are equivalent:

(a) BC� �aD 
���1
(b) /������ � for all 	�
� .

(c) /������ S .
Proof [(a) � (b)] Let BC� �ED Bb^ ��D :�BC� � ^ �aD :�,k:�B�, D for some Bb^ �aD 
\0�21 . Then for every 	�
 � we have
� � ^ �`U ,kBCWYXhZi/ � D , i.e., � � is invertible modulo / � and hence modulo / as well, i.e., /������ � .
[(b) � (c)] Obvious.

[(c) � (a)] Let us compute a / -coherent sequence ^L� , 	�
�� , of (rational) integers with �a�h^c� U ,�BCWYX�Z�/ � D .
Then Bb^ �aD will be the desired inverse of BC� �aD in 0�21 . Since /[����� S and � ��U � S BCWYX�Z]/ D , it follows
that /Y���z� � as well and therefore the congruence � ���6U ,�BCWYXhZ�/ � D has a unique solution modulo / � ,
namely ^ ��U ��� S� BCWYX�Z�/ � D . We also have � �RQTS ^ �xQTS�U ,�BCWYXhZ�/ � D , i.e., � � ^ �xQTS`U ,[BCWYX�Z�/ � D , i.e.,
^ �RQTS>U ^ � BCWYX�Z�/ � D . �

6.4 Proposition Every �#�: � :�BC�h� D 
�0� 1 can be written uniquely as � :�/��¡  for some ¢f
#�OQ and for
some  r
)�£1 .
Proof If /¤����� S , take ¢[5~:¥� and   5~: � . So assume that /���� S . Choose ¢[
"� such that 4 � � 8�1LK[:¦4 �J8�1§K
for ,`�<	��¨¢ , whereas 4 � � QTS 8 1L©«ªa¬ �:�4 �J8 1L©Gª�¬ . Such an ¢ exists, since � �:�� by hypothesis. For 	%
)� we
have � � Q���U � � U �#BCWYXhZY/ �_D , i.e., / � ��� � Q�� , whereas � � Q��U � � QTS �U �[BCWYX�Z`/ �

QTS D , i.e., / � QTS ����� � Q�� ,
i.e., ®J1aBC� � Q���D :�¢ . Define ^ � 5~:�� � Q�� NP/�� . Since � � Q��xQTS�U � � Q�� BCWdXhZ�/��

Q�� D , division by /�� gives
^ �RQTS¤U ^ � BCWYX�Z�/ � D , i.e.,  �5~:�Bb^ ��D 
 0�21 . Moreover / � ^ � :¨� � Q��YU � � BCWYX�Z�/

� D , i.e., � :�/ �   . Finally
since /+����^ S , we have  )
��£1 . This establishes the existence of a factorization � :&/¯�P  . The uniqueness of
this factorization is left to the reader as an easy exercise. �
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6.5 Proposition 0�21 is an integral domain.

Proof Let �°S and � ( be non-zero elements of 0�21 . By the previous proposition we can then write �2S :"/�� ¬   S
and � ( :%/��²±P  ( with ¢xS³�!¢ ( 
#�nQ and  �S³�!  ( 
)� 1 . Then BC��� D 5~: � S � ( :"/�� ¬

Q �²±c �S!  ( . Now Bb^c� D 5~:- �S!  ( 
��1 and hence no ^ � is divisible by / . Therefore � � ¬ Q �²± QTS :´/ � ¬
Q � ±¡^ � ¬ Q ��± QTS �U ��BCWYX�Z#/ � ¬

Q � ± QTS D , i.e.,
BC� ��D : �°S!� ( �:-� . �

6.6 Definition The quotient field � 1 5~:¶µ`BJ0� 1 D of 0� 1 is called the f i e l d o f / - a d i c n u m b e r s .

6.7 Proposition Every non-zero � 
[� 1 can be expressed uniquely as � :�/��c  with ¢Y
� and  r
)� 1 .
Proof One can write � :\��NR^ for some ���P^`
�0�21¤·�¸§�h¹ . Then ��:&/£º�» and ^i:&/�¼w½ for some ¾7�!¿�
�� Q ,
»J��½f
 � 1 and so � :�/�º � ¼�BC»LNJ½ D with »³NJ½Y:-»_½ � S 
)� 1 . The proof for the uniqueness is left to the reader. �

The canonical inclusion y�5i��À { 0�21 naturally extends to the canonical inclusion y�5i�ÁÀ { �g1 . We
can identify y�BC�aNR^ D :Fy�BC� D Nxy�Bb^ D 
6yPBC� D)Â � 1 with the rational �aNR^ and say that � is contained in � 1 .
Being a field of characteristic � , �>1 contains an isomorphic copy of � . The map y gives this isomorphism
explicitly. Note that the ring 0� 1 is strictly bigger than � and the field � 1 is strictly bigger than the field �
(Exercise 6.1.6).

Exercises for Section 6.1

1. (a) Show that every Ã -adic integer ÄÆÅxÇzÈ can be uniquely described as a sequence ÄÆÉ�Ç�È ÇRÊLË�Ì of integers ÉhÇ satisfyingÍ �]É�ÇfÎ#Ã for every Ï�Ðr�nÑ and ÅRÇYÒ�É�Ó2Ô#ÉaÕCÃ�Ô"ÖPÖPÖLÔ#É�Çx×aÕwÃ ÇR×EÕ ÄÙØ�ÚxÛ�Ã Ç È for every Ï�Ð� . In this case the
Ã -adic integer ÄÜÅ Ç È is written as the infinite series

ÄÜÅ Ç È¯Ý É Ó ÔÉ Õ Ã�Ô�ÉhÞwÃ Þ Ô ÖcÖPÖPß
and one often calls the above series the Ã - a d i c e x p a n s i o n of ÄÆÅ7Ç7È . Note that the sum in the above series is to be
treated as a formal sum and not as one of integers. For ÅdÐ� one can find the expansion of Å to the base Ã and this
expansion is the same as the Ã -adic expansion of Å (more correctly of àGÄÆÅxÈ°Ý�ÄÆÅxÈ ).
(b) Given two Ã -adic integers Å�áâÝ�É Ó Ô�É Õ Ã�ÔÉ�ÞGÃ Þ Ô�ÖPÖcÖ and ã+áâÝ�ä Ó Ô�ä Õ Ã�Ô�äåÞwÃ Þ Ô�ÖPÖcÖ , find the Ã -adic integersæ áâÝ�ç Ó Ôç Õ ÃOÔ�ç_ÞbÃ Þ Ô ÖPÖcÖ and è�áéÝ)ê Ó Ô�ê Õ ÃOÔê2Þ«Ã Þ Ô�ÖPÖcÖ such that æ Ý ÅgÔã and è�Ý�Åxã . (That is, express each
ç Ç and ê Ç explicitly in terms of É Ç ’s and ä Ç ’s.)

2. [ I n d u c t i v e l i m i t ] A d i r e c t e d s e t ë is a partially ordered set (under � ) with the property that for everyì ß�íÐ�ë one has some î[Ð#ë such that
ì ��î and í��î . Obviously totally ordered sets (like � , � , � and � ) are

directed.

Let ë be a directed set, ï>ð , ì ÐYë , a family of rings indexed by ë , and ñ�òGð°á§ï+ð�ó�ï9ò a family of ring homomorphisms
defined for all Ä ì ß�íRÈ�Ð`ë Þ with

ì � í . Assume further that ñ¯ô!ð�Ý�ñõôGò�ö¯ñ�òGð , whenever
ì � í���î , and that ñõð~ð£Ý)÷øÛ7ùaú

for all
ì Ð`ë .

Show that there is a ring ï together with ring homomorphisms ñ ð á§ï ð ó�ï such that ñ ò ö�ñ òGð Ý�ñ ð for all
ì � í , and

such that ï satisfies the following u n i v e r s a l p r o p e r t y : For every ring û with ring homomorphisms ü ð á§ï ð ó�û
there exists a unique ü á§ï�ó�û such that ü�ö£ñõð�Ý ü£ð for all

ì ÐYë . The ring ï is called the c o l i m i t or the d i r e c t
l i m i t or the i n d u c t i v e l i m i t of the rings ïgð (under the maps ñ�òGðCÈ and is often denoted by ý~÷þØ×¡ÿ ï+ð .

3. [ P r o j e c t i v e l i m i t ] Let ë be a directed set, ïgð , ì Ð[ë , a family of rings indexed by ë , and ñ¯ðéò�áEï9ò�ó�ï+ð a
family of ring homomorphisms defined for all Ä ì ß�íRÈ�Ð`ë Þ with

ì � í . Assume further that ñõðþô¤Ý�ñ£ðâòTöTñEò²ô , wheneverì � í��%î , and that ñõð~ð£Ý)÷øÛzùaú for all
ì Ð�ë .

Show that there is a ring ï together with ring homomorphisms ñ ð á§ï�ó�ï ð such that ñ ðéò ö�ñ ò Ý�ñ ð for all
ì � í , and

such that ï satisfies the following u n i v e r s a l p r o p e r t y : For every ring û with ring homomorphisms ü�ð¯á§û�ó�ï+ð
there exists a unique ü á§û�ó�ï such that ñõðzöõü#Ý�üõð for all

ì Ð`ë . The ring ï is called the i n v e r s e l i m i t or the
p r o j e c t i v e l i m i t or simply the l i m i t of the rings ï@ð (under the maps ñ£ðéò_È and is often denoted by ý~÷þØ� × ï>ð .
Department of Mathematics Indian Institute of Technology, Kanpur, India
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4. Show that the ring
�
��� of Ã -adic integers is isomorphic to the projective limit ý~÷þØ� × � � Ã Ç � of the rings � � Ã Ç � , ÏrÐ`� ,

under the canonical surjections ñ�� Ç á§� � Ã Ç � ó�� � Ã � � , � Å	�
����ó�� Å	����� , for all �rß«ÏfÐ�� , �¥��Ï .

5. Let Ã be an odd prime and Å)Ð�� with ������ Ý�� . From elementary number theory we know that the congruence

É Þ Ò¨Å#ÄÙØ�ÚxÛ`Ã Ç È has two solutions for every Ï�Ð)� . Let É Õ be a solution of É Þ Ò¨Å#ÄÆØ�ÚRÛ�Ã�È . We know that a
solution É Ç of É Þ Ò�ÅdÄÙØ�ÚxÛ�Ã Ç È lifts uniquely to a solution É ÇLÑ�Õ of É Þ Ò�ÅVÄÆØ�ÚxÛ�Ã Ç§Ñ�Õ È . Thus we can inductively
compute a sequence É Õ ß«ÉhÞ§ßGÉ��Lß������ of integers. Show that ÄÆÉ Ç È is a Ã -adic integer and that ÄÆÉ Ç È Þ Ý�ÄÆÅxÈ .

6. (a) Show that the ring
�
��� contains rationals of the form Å � ã , Åhß²ã+Ð�� , Ã��! Æã . This implies that �#" �

��� .
(b) Take Å�áâÝ$�&% for Ã�Ý(' , Å�áéÝ)% for Ã`Ý+* and Å�áéÝ#Ã�Ô,� for Ã.-/* . Show that there exists ÉVÐd� � with É Þ Ý"Å
in � � . Show that such an É does not belong to � . Thus �0"%� � .

(c) Show that � � Ã`ÐY� �21 �� � . Thus
�� � "�� � .

6.2 A -adic valuation

Proposition 6.7 leads to the notion of the / -adic distance between pairs of points in � 1 . Let us start with
some formal definitions.

6.8 Definition A m e t r i c on a set 3 is a map ½d5�3#453�{�� such that for every � �! ���6V
73 we have:

(1) [Non-negative] ½�B � �!  D $�� .
(2) [Non-degeneracy] ½�B � �!  D :-� , if and only if � :]  .
(3) [Symmetry] ½�B � �!  D :-½�B� �� �õD .
(4) [ T r i a n g l e i n e q u a l i t y ] ½�B � ��6 D ��½�B � �!  D *%½�B� ���6 D .
A set 3 together with a metric ½ on 3 is called a m e t r i c s p a c e (with metric ½ ).

6.9 Definition A n o r m on a field 8 is a map � �d� ��598�{�� such that for all � �! �
:8 we have:

(1) [Non-negative] � � � � �a$�� .
(2) [Non-degeneracy] � � � � �z:-� , if and only if � :-� .
(3) [Multiplicativity] � � �  õ� �7:´� � � � �³� �  ¯� � .
(4) [ T r i a n g l e i n e q u a l i t y ] � � � *� ¯� �h��� � � � �§*¨� �  õ� � .
It is an easy check that for a norm � �� � on 8 the function ½5;8<4=8�{ � , ½�B � �!  D 5~:�� � � �� ¯� � , defines a
metric on 8 .

A norm � � � � on a field 8 is called n o n - A r c h i m e d e a n (or a f i n i t e v a l u a t i o n ), if
� � � *- õ� �;��W?>A@¯B�� � � � �~�å� �  ¯� � D for all � �! �
B8 (a condition stronger than the triangle inequality). A norm
which is not non-Archimedean is called A r c h i m e d e a n (or an i n f i n i t e v a l u a t i o n ).

6.10 Example (1) One can easily verify that setting � � � � �°5~:DC � if � :-� ,
, if � �:-� , defines a norm on any field8 . This norm is called the t r i v i a l n o r m on 8 .

(2) The absolute value �V� is an Archimedean norm on � (or � ), as one can easily verify. It is often customary
to denote this norm as �V�!E . This norm induces the usual metric topology on � (or � ) which is at the heart
of r e a l a n a l y s i s . In / - a d i c a n a l y s i s one investigates � under the / -adic norms that I am going to
define now.
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6.11 Definition The / - a d i c n o r m �Y� 1`57�21r{�� on �21 is defined as:

� � � 1Y5~:�C � if � :<� ,
/ � � if � :�/��¡  with ¢Y
�� and  
)�£1 .

The restriction of �d� 1 to � is often denoted by the same symbol.

6.12 Theorem The / -adic norm �d� 1 is a non-Archimedean norm on �+1 (as well as on � ).

Proof Non-negative-ness, non-degeneracy and multiplicativity of ��� 1 are immediate. For proving the
triangle inequality it is sufficient to prove the non-Archimedean condition. Take � �! �
´� 1 . If � : �
or  ¥: � or � *� ´: � , we clearly have � � *� ¯� 1´� W?>A@¯B�� � � 1E�å�  õ� 1 D . So assume that each of � ,  
and � *   is non-zero. Write � : /��GF and  �: /£ºIH with ¢å�P¾´
�� and F°�JH¦
 �£1 . Without loss
of generality we can assume that ¢ $ ¾ . Then � *�  :�/ º 6 , where 6\5~:�/ � � º F)*KH 
 0�21 . Since
� *¨ ��:�� , we have 6´�: � , so that we can write 6&: /£¼ML for some ¿#
 �OQ and L 
�� 1 . But then
� � *% õ� 1�:"/°��N º Q ¼PO �)/¯� º :-W?>A@¯B~/¯� � �C/¯� ºcD :<W?>A@õB�� � � 1��å�  õ� 1 D . �

6.13 Definition Two metrics ½ S and ½ ( on a metric space 3 are said to be e q u i v a l e n t , if a sequence
B ���aD from 3 is Cauchy with respect to ½ S , if and only if it is Cauchy with respect to ½ ( . Two norms on a
field are said to be equivalent, if they give rise to equivalent metrics on 8 .

Note that for every /�
#s the field � is canonically embedded in �@1 and thus we have a notion of a / -adic
distance on � . We also have the usual Archimedean distance �6�QE on � . I will now state an interesting
result without a proof, which asserts that any distance on � must be essentially the same as either the usual
Archimedean distance or one of the / -adic distances.

6.14 Theorem [ O s t r o w s k i ’ s t h e o r e m ] Every non-trivial norm on � is equivalent to �Y� 1 for some
/#
sSR#¸AT&¹ . �

The notions of sequences and series and their convergences can be readily extended to � 1 under the norm
��� 1 . Since the / -adic distance assumes only the discrete values / � , ¢�
�� , it is often customary to restrict
ourselves only to these values while talking about the convergence criteria of sequences and series, i.e.,
instead of an infinitesimally small real �n��� one can talk about an arbitrarily large U 
�� with />�WVM�&� .
6.15 Definition Let �TS � � ( � �³�³� be a sequence of elements of �>1 . We say that this sequence c o n v e r g e s
to a l i m i t � 
#�21 , if given any U 
[� there exists � 
[� such that � �£� � � � 1V��/ �WV for all 	�$�� . In
this case we write � :YXÆ=ÙW ��� and also ��� { � .

Consider the partial sums ¾ � 5~: �¯S * �³�³� * ��� 
 �21 for each 	�
#� . If there exists ¾Y
)�+1 with ¾ � { ¾ ,
we say that the s u m Z ��HåI ��� c o n v e r g e s to ¾ and write ¾�:[Z ��HåI ��� .
A sequence �°S � � ( � �³�³� of elements of �+1 is said to be a C a u c h y s e q u e n c e , if for every U 
)� there
exists an � 
�� such that � � � � � �£� 1 � / �WV for all � �!	�$�� .

A field 8 with a norm � ��� � is called c o m p l e t e (under the given norm), if every sequence of elements of8 , which is Cauchy under � �"� � , converges to an element in 8 . For example � is complete under ���\E . I
will shortly demonstrate that �>1 is complete under �d� 1 .
Consider a field 8 not (necessarily) complete under a norm � � � � . Let ] denote the set of all Cauchy
sequences BC� �aD :�BC� �EDG��HåI from 8 . Define addition and multiplication in ] as BC� �aD *6Bb^ �aD 5~:�BC� � *&^ ��D
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and BC� �ED Bb^ �ED 5~: BC� � ^ �aD . Under these operations ] becomes a commutative ring with identity having a
maximal ideal ^ 5~:\¸�BC� �ED �x� � { �h¹ . The field _]5~:K]�N`^ is called the c o m p l e t i o n of 8 with respect
to the norm � �f� � . 8 is canonically embedded in _ via the map � |{ B �õD *a^ . The norm � �f� � on 8 extends
to elements BC� �aD *7^ of _ as XÙ=ÙW �cb E<� � � � � � . _ is a complete field under this extended norm. In fact it is the
smallest field containing 8 and complete under � �V� � .
� is the c o m p l e t i o n of � with respect to the Archimedean norm ��QE . On the other hand, �+1 turns out
to be the completion of � with respect to the / -adic norm �d� 1 . Before proving this let us first prove that � 1
itself is a complete field under the / -adic norm. Let us start with a lemma.

6.16 Lemma Let BC� �aD be a sequence of / -adic numbers. Then BC� ��D is Cauchy, if and only if the sequence
BC� �RQTS ��� ��D converges to � .
Proof [if] Take any U 
�� . Since � �RQTS �<� � { � by hypothesis, there exists � 
�� such that
� � �RQTS ��� � � 1&�¥/°�WV for all 	 $ � . But then for all � �!	�$M� with � :�	)*[d , d¶
6� , we have

� �����¨� � � 16: eeeee
f � Sgh\ikj BC� �xQ h QTS ��� �xQ h D eeeee 1 � W?>A@jGl�hml f � S � � �xQ h QTS �¨� �xQ h � 1\� / �WV . Thus BC� �aD is a Cauchy

sequence.

[only if] Take any U 
�� . Since BC��� D is a Cauchy sequence by hypothesis, there exists � 
 � such
that � ���¥�<� � � 1��¦/°�WV for all � �!	 $�� . In particular � � �xQTS �-� � � 16�M/¯�WV for all 	�$ � , i.e.,
� �RQTS ��� � { � . �

6.17 Theorem The field �+1 is complete with respect to �d� 1 .
Proof Let BC� ��D be a Cauchy sequence in �+1 . By the previous lemma � �xQTS ��� � { � . Therefore there
exists � 
�� such that � � �RQTS ��� � � 1Y�¶, for all 	�$�� . For 	#:-��*)d , d�
�� , we have

� � � � 1 : � �on Q f � 1
: �øBC�on Q f ���on Q f � S D * �³�³� *-BC� n QTS ��� n D *%� n � 1
� W?>A@¯B�� ��n Q f ����n Q f � S � 1�� �³�³� �å� � n QTS ��� n � 1��å� � n � 1 D
� W?>A@¯B�,R�å� � n � 1 Dc�

It follows that � � � � 1%��/ � � for all 	\
-� , where � 
<� satisfies / � � :�W?>A@¯B�,R�å� � S � 1�� �³�³� �å� � n � 1 D . If
�Á$�� , then each � � 
 0�21 (Exercise 6.2.1). Otherwise consider the sequence B~/2� � � �aD which is clearly
Cauchy and in which each / � � � � 
¥0�21 , since � / � � � � � 1��/ � / � � : , . Thus without loss of generality
we can assume that the given sequence BC� �aD itself is one of / -adic integers.

Let � � :-� �9p j *�� ��pâS /T*k� �9p ( / ( * �³�³� be the / -adic expansion of � � (Exercise 6.2.2). Since BC� �ED is Cauchy, for
every U 
[� Q there exists � V 
�� such that � ���-��� � � 1Y�)/ ��NqV QTS O for all � �!	�$�� V , i.e., � ��p h :-��� p h
for �d�sr>�$U , � �!	�$�� V . Define � V 5~:<� ��p V for any 	)$&� V and � 5~: � j * �¯S /k* � ( / ( * �³�³� 
 0�21 .
It then follows that � � { � . �

6.18 Theorem �;1 is the completion of � with respect to the norm �Y� 1 .
Proof As above let ] denote the ring of Cauchy sequences from � (under the / -adic norm), ^ the maximal
ideal of ] consisting of sequences that converge to � , and let _�5~:t]�N`^ . I will now show that _vu: �21 .
If �r
��;1 has the / -adic expansion �`:<� � � /¯� � * �³�³� *`� � S /¯�

S *`� j *`� S /2*`� ( / ( * �³�³� (Exercise 6.2.2), thenw � 5~:<� � � / � ��* �³�³� *r� � S / � S *r� j *r� S /g* �³�³� *r� � / � , 	�
�� , define a sequence of elements of � . We have
� w �@�r�õ� 1 � / ��N �RQTS O , i.e., w �`{ � . Moreover the sequence B w � D of rational numbers is Cauchy with respect
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to �]� 1 , since for every U 
�� we have � w �¨� w � � 1��]/ ��NqV QTS O for all � �!	-$xU . Thus y<5õ�;1�{z_ ,
�Y|{ B w �ED *,^ , is a well-defined field homomorphism. Being a field homomorphism y is injective.

What remains is to show that the map y is surjective. Take any Bm{ �ED *s^ 
B_ . Since Bm{ �aD is a Cauchy
sequence, by Theorem 6.17 it converges to a point ��
#�@1 . We construct the sequence B w �aD corresponding
to � as described in the last paragraph. Then w � { � as well and hence using the triangle inequality (or the
non-Archimedean condition) we have w � �2{ � :\B w � �O� D �kBm{ � �O� D { � , i.e., B w ��D ��Bm{ �ED :\B w � �2{ ��D 
|^ ,
i.e., ygBC� D :´B w � D *+^ :\Bm{E� D *a^ . �

6.19 Corollary The / -adic series Z ��HåI �7� (with ���f
� 1 ) converges, if and only if � ���õ� 1 { � .
Proof The ‘only if’ part is obvious. For the ‘if’ part take a sequence BC� �aD of / -adic numbers with � � � � 1k{ � .
Define ¾ � 5~:}Z �h\i S � � . Since � �xQTS :<¾ �RQTS ��¾ � { � by hypothesis, Lemma 6.16 guarantees that Bb¾ �aD is a
Cauchy sequence, i.e., Bb¾J� D converges in � 1 . �

This is quite unlike the Archimedean norm ��� E . For example, with respect to this norm S� { � , whereas
the series Z ��HåI S� diverges.

Exercises for Section 6.2

1. Prove the following assertions:

(a)
�
���>Ý(~¡ÉYÐ`���? � É� �����`� .

(b) � � Ý#~¡ÉYÐ�� �  � É� � Ýs�`� .
(c) Every non-zero ideal of

�
��� is of the form �A�@áâÝ#~cÉYÐ ����� � É� ����Ã × � � for some ��Ð�� Ñ .

(d) The ideals �A� of Part (c) satisfy the infinite strictly descending chain
�
���+Ý#� Ó�� � Õ�� �JÞ � ÖcÖPÖ .

(e)
�� � is a local domain with the maximal ideal ^ � áéÝ)�RÕ2Ý#~¡ÉYÐ �� �  � É� � Î+�`� .

(f) The ideal �A� of Part (c) is the principal ideal of
�
��� generated by Ã � and

�
��� � �	�2�Ý � � Ã � � . In particular

�
��� is a

local PID (i.e., a discrete valuation domain) with the residue field
���� � ^�� �Ý uo� .

2. In view of Exercise 6.1.1 every É[Ð
�
��� admits a unique expansion of the form É�Ý�É Ó Ô#É Õ ÃiÔ#ÉhÞ«Ã Þ Ô"ÖcÖPÖ , where

each É ð Ð.~ Í ß��§ß������!ßÆÃ��5�`� . This notion of Ã - a d i c e x p a n s i o n can be extended to the elements of � � .

(a) Show that for every ÉYÐY��� 1 ���� there exist unique ��Ð�� and unique integers É × �Lß«É × � Ñ�Õ ß������Pß«É ×aÕ ß«É Ó ß«É Õ ß������ ,
each in ~ Í ß��åß������!ßÆÃ��5�`� , such that É can be represented as:

É`Ý)É × �«Ã × � ÔÉ × � Ñ�Õ Ã × � Ñ�Õ Ô�ÖPÖcÖ¡ÔÉ ×aÕ Ã ×EÕ Ô�É Ó ÔÉ Õ Ã�Ô�ÉhÞ«Ã Þ Ô ÖcÖPÖ��
(b) Describe how to compute the Ã -adic expansions of É@Ôdä and É7ä given those for É�ß«ä�ÐY� � . Also of É � ä provided
that ä?�Ý Í .
(c) What is  É� � for ÉVáâÝ É Ó Ô�É Õ Ã�ÔÉ�ÞGÃ Þ Ô�ÖPÖcÖzÐ

�
��� ?

(d) What is  É� � for ÉVáâÝ É × �wÃ × � Ô�É × � Ñ�Õ Ã × � Ñ�Õ Ô�ÖPÖPÖ³Ô�É ×aÕ Ã ×aÕ Ô�É Ó Ô�É Õ Ã�ÔÉ�ÞGÃ Þ Ô�ÖPÖcÖzÐ`��� with É × ���Ý Í .
3. Compute the Ã -adic expansion of � � * in ��� and of ��' �`� in ��� .
4. Show that � is dense in

�
��� under the Ã -adic norm  | � , i.e., show that given any ÉÐ

�
��� and real �2- Í there exists

Å�Ð`� such that  É��Å; ��Î5� . Show also that � is dense in ��� .

5. Prove the following assertions that establish that
�� � is the closure of � in � � with respect to  � � .

(a) Every sequence ÄÆÅxÇzÈ of rational integers, Cauchy with respect to  � � , converges in
�� � .

(b) If a sequence ÄÆÅ Ç È of rational numbers, Cauchy with respect to  � � , converges to a point ÉYÐ
�
��� , then there exists

a sequence ÄÜã�ÇzÈ of rational integers, Cauchy with respect to  � � , that converges to É .
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6. Show that:

(a) The series Z ÇRÊ I Ï�� converges in � � .

(b) The series Z ÇRÊ I Ï�ÖPÏ�� converges in ��� .

(c) Z ÇRÊ I Ï�Ö�Ï��JÝs��� in � � . (Hint: First show that Z Çð
� Õ ì Ö ì �RÝ�ÄÆÏiÔ,�¡È����5� .)
(d) The series Z ÇRÊ I ÕÇ does not converge in ��� .

(e) If Å�Ð`� � and  Å; � Îa� , then ÕÕ�× � Ý)�TÔ[ÅgÔ[Å Þ Ô ÖcÖPÖ .
7. Prove that �� Ê&�o�����2�  Åo �¤Ýs� for any non-zero Å�Ð`� . (Hint: Use unique factorization of rationals.)

8. Demonstrate that for any Å�Ð
�
� � the sequence ÄÆÅ � � È converges in � � . (Hint: Show by induction on Ï that Ã ÇLÑ�Õ

divides Å � � ÌA  �rÅ � � in
�� � for all ÏrÐk� .)

9. Show that
�
� ���Ý ���
� ¡¢�Q� ��£ ¡K�VÃ�¤ , where ���
� ¡¢�Q� denotes the ring of all formal power series in one variable ¡ and

with coefficients from � . (Hint: Consider the map Å Ó Ô"Å Õ ¡¥Ô�ÅRÞ�¡ Þ Ô�ÖPÖcÖ�ó¦¥Å Ó Ô$¥Å Õ Ã`Ô$¥ÅRÞ«Ã Þ Ô�ÖPÖcÖ , where¥Å Ç Ò�Å Ç ÄÆØ�ÚRÛgÃ�È and
Í �Y¥Å Ç ÎVÃ .)

* 10. Let Ã�ß�§OÐ�s , Ã¨�Ý,§ . Show that the fields � � and ��© are not isomorphic.

6.3 Hensel’s lemma

Let us conclude our short study of / -adic methods by proving an important theorem due to Hensel. This
theorem talks about the solvability of polynomial equations ª2B�' D : � for ª2B�' D 
 0�2174 '8 . Before
proceeding further let me introduce a notation. Recall that every � 
 0�21 has a unique / -adic expansion of the
form �d:]� j *f� S />*f� ( /�(h* �³�³� with �Y��� �re / (Exercises 6.1.1 and 6.2.2). If � j :-� S : �³�³� :-� � � S :-� ,
then �Y:-���§/ � *��7�xQTSC/ �xQTS *����RQ ( /

�xQ (�* �³�³� :�/ � ^ , where ^�5~:<�h��*��7�xQTSC/�*"���RQ ( /�(�* �³�³� 
¨0� 1 . Thus
/ � ��� in 0�21 . We denote this by saying that � U �#BCWYXhZd/ � D . Notice that � U ��BCWYX�ZY/ � D , if and only if
� �õ� 1��/¯� � . We write � U ^YBCWYX�Z`/ � D for ���P^`
´0�21 , if �d��^ U �[BCWYX�Z`/ � D . Since / � can be viewed as
the element yPB~/ � D of 0� 1 , these congruence notations conform with that for a general PID. ( 0� 1 is a PID by
Exercise 6.2.1.)

Since by our assumption any ring « comes with identity (that we denote by ,�:\,�¬ ), it makes sense to talk
for every 	�
�� about an element 	#:]	¬ in « , which is the 	 -fold sum of , . More precisely:

	 5~:¯®° ± � if 	#:-� ,
,g*-,+* �³�³� *<, ( 	 times) if 	���� ,
�kB��¤	 D if 	 e � .

Thus given any ª2B�' D :<� j *[�ES!'¶*[� ( '#(£* �³�³� *[��²_' ² 
:«`4 '8 one can define the f o r m a l d e r i v a t i v e
of ª as ªk³CB�' D 5~:´� S *]�R� ( 'M* �³�³� *�½���²_' ² � S 
+«�4 '[8 . Properties of formal derivatives of polynomials
are covered in Exercise 1.4.3.

6.20 Theorem [ H e n s e l ’ s l e m m a ] Let ª2B�' D 
 0�21z4 '8 . Suppose that there exist U 
<� Q andw j 
 0�21 satisfying:

(1) � ª2B w j D � 1d� /¯��N ( V QTS O (i.e., w j is a solution of ª2B �õD;U �dBCWYX�Z�/ ( V QTS D ), and

(2) � ªk³CB w j D � 1�:"/¯�WV (i.e., ªk³bB w j D �U �fBCWYXhZi/�V QTS D ).
Then there exists a unique w 
 0�21 such that ª2B w D :-� and � w � w j � 1Y�)/¯��N´V QTS O (i.e., w U w j BCWdXhZ�/kV QTS D ).
Proof Let us inductively construct a sequence w j � w S � w ( � �³�³� of / -adic integers with the properties that
� ª2B w ��D � 1V��/¯��N ( V Q��xQTS O and � ªk³CB w �ED � 1k:�/¯�WV for every 	�
#� Q . The given w j provides the starting point
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(induction basis). For the inductive step assume that 	�$¨, and that w j � w S � �³�³� � w � � S have been constructed
with the desired properties. I will now explain how to construct w � from the knowledge of w � � S . Putw � 5~: w � � S *)d � / V Q�� (6.1)

for some d � 
¶0�21 . We want to find a suitable d � for which � ª2B w �aD � 1f�"/ ��N ( V Q��RQTS O . By Taylor expansion
we get ª2B w ��D :tª2B w � � ScD *�d � /�V Q�� ª�³CB w � � S¡D *�» � / ( N´V Q�� O for some » � 
¨0�21 . Since by induction hypothesis

/�( V Q�� ��ª2B w � � S D and / V ��ª ³ B w � � S D , we can write ª2B w � D : /�( V Q�� ��µ N´¶ K`· ¬ O1 ±M¸ ª K *)dx� µ&¹ N´¶ K`· ¬ O1 ¸ *%»¡�L/ � � .

Since / V QTS �~�`ª ³ B w � � ScD , the element µ&¹ NQ¶ K�· ¬ O1 ¸ 
<��1 and therefore there is a unique solution for d � of the
congruenceª2B w � � SPD/ ( V Q�� *)d � ª ³ B w � � S¡D/ V U �dBCWYXhZi/ Dc� (6.2)

As desired this choice of d�� gives ª2B w � D :�/�( V Q�� Bb^c�L/V*�»¡�L/ � D@U ��BCWYXhZ�/�( V Q��RQTS D for some ^c�[
 0� 1 .
Moreover the Taylor expansion of ª ³ gives ª ³ B w �aD :<ª ³ B w � � S¡D *¶½ � / V Q�� (for some ½ � 
 0�21 ) which
implies that ª ³ B w � D2U ª ³ B w � � S D BCWYXhZi/ V D , i.e., � ª ³ B w � D � 1 :"/ �WV .

Since � w ��� w � � Så� 1 �)/ ��NqV Q�� O , it follows that w ��� w � � S>{ � , i.e., B w � D is a Cauchy sequence (under �d� 1 ).
By the completeness of �+1 we then have an w 
)�;1 such that w � { w . Similarly ª2B w �hD �(ª2B w � � ScD { � ,
i.e., the sequence BMª2B w �aD!D is Cauchy and hence converges to ª2B w D . Also � ª2B w ��D � 1&�´/ ��N ( V Q��xQTS O , i.e.,ª2B w ��D { � , i.e., ª2B w D :M� . Finally each w ��U w j BCWYX�Z�/�V QTS D , so that w U w j BCWYX�Z�/�V QTS D . This
establishes the existence of a desired w 
��g1 .
For proving the uniqueness of w let {¦
´�>1 satisfy ª2Bm{ D : � and � {�� w j � 1<��/ ��N´V QTS O . By Taylor
expansion ª2Bm{ D :vª2B w D *�Bm{d� w D ªk³bB w D *"Bm{f� w D²( » for some »�
 0�21 , i.e., Bm{d� w D BMªk³CB w D *�Bm{r� w D » D :-� .
Now {�� w :�Bm{�� w j D �-B w � w j D and so � { � w � 1��6Wº>A@õB�� { � w j � 1��å� w � w j � 1 D �%/ ��N´V QTS O , whereasª�³bB w �aD {»ª�³CB w D so that � ªk³bB w D � 1d:�/¯�WV . Therefore ªk³CB w D *6Bm{�� w D »f�U �BCWYX�Zk/�V QTS D and in particularª ³ B w D *¨Bm{#� w D »Y�:-� . Thus we must have {�� w :-� . �

Note that w � in the last proof satisfies the congruence ª2B w �hD;U �VBCWYX�Z�/�( V Q��xQTS D for each 	�
� Q . We are
given the solution w j corresponding to 	 :¶� . From this we inductively construct the solutions w S � w ( � �³�³�
corresponding to 	�:¦,R�P�h� �³�³� respectively. The process for computing w � from w � � S as described in the
proof of Hensel’s lemma is often referred to as H e n s e l l i f t i n g . The given conditions ensure that this
lifting is possible (and uniquely doable) for every 	%
#� , and in the limit 	�{¼T we get a root w 
�0�21 ofª . The root w admits a / -adic expansion of the form w : w j *+d�Sb/ V QTS *ad ( / V Q (�*ad9½«/ V Qk½ * �³�³� , whered � is obtained by solving (6.2). Since each d � is required modulo / , we can take d � 
�¸§���L,R� �³�³� �C/r��,J¹ .
The special case of Hensel’s lemma corresponding to U :]� is often singled out as follows:

6.21 Corollary Let ª2B�' D 
 0� 1 4 '8 . Suppose that there exists an w j 
 0� 1 satisfying:

(1) � ª2B w j D � 1 e , (i.e., w j is a solution of ª2B �õD2U �VBCWYX�Z�/ D ), and

(2) � ª ³ B w j D � 1�: , (i.e., ª ³ B w j D �U �VBCWYX�Z�/ D , i.e., w j is a simple root of ª modulo / ).

Then there exists a unique w 
�0� 1 such that ª2B w D :<� and � w � w j � 1 e , (i.e., w U w j BCWYX�Z�/ D ). �

For this special case we compute solutions w � of ª2B �£DkU �%BCWYXhZ/ �xQTS D inductively for 	-:�,R�P�h��¾h� �³�³�
given a suitable solution w j of this congruence for 	#:-� . The lifting formula is now:w �d: w � � ST*)dx�§/ � � where dz� U �¿ª ³ B w � � S D � S2À ª2B w � � SPD/ � Á BCWYXhZi/ Dc� (6.3)
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6.22 Example � is canonically embedded in 0�21 and so is ��4 '[8 in 0�21z4 '[8 . Thus we often carry out the
lifting process for a polynomial ª2B�' D 
[��4 '8 and for some solution of ª2B�' D+U �dBCWYX�Z�/ D in � . Then one
solves (6.3) in � and obtains each w � 
�� . The limit w belongs to 0�21 and is a solution of ª2B�' D :-� in 0�21 .
For example let / be an odd prime and ��Â1 � :�, . Then there is a solution w j 
]� of � ( U ��BCWYX�Z�/ D .
Here ª2B�' D :�'�(i��� , so that ª ³ B�' D :¦�J' , i.e., ª ³ B w j D :M� w j �U ��BCWYX�Z[/ D . Thus the conditions of
Corollary 6.21 are satisfied and we get a unique square root of w in 0� 1 with w U w j BCWYX�Z�/ D . This w has a
/ -adic expansion of the form w : w j *)d S /Y*)d ( / ( *)d ½ / ½ * �³�³� .
As a specific numerical example take /<:ÄÃ , ��:�� and w j :Å¾ . Using the formula (6.3) we computed S :F, , w S :�,³� , d ( : � , w ( :F,³��Æ , d ½ :ÈÇ , w ½ :¦��,`ÇcÇ , and so on. Thus a square root of � in ��É is¾9*�,�4?ÃT*��¿4?Ã ( *5Ç¿4¢Ã ½ * �³�³� . The other square root of w in �¿É can be obtained by starting with w j :�Ê .
Exercises for Section 6.3

1. Let Å be an integer congruent to � modulo Ë . Show that there exists an Ì�Ð ��¤Þ such that Ì Þ Ý�Å and  Ì?�5�A Þ¤� ÕÍ .
2. Compute Ì[Ð �� � with Ì Þ Ô=Ì�Ô7'�'�*¤Ý Í and ÌÒÏÎiÄÙØ�ÚxÛ�'ÐÎA*åÈ .
3. Let Ã be an odd prime and Å�Ð.~ Í ß��§ß������!ßÆÃ��=��� . Show that the polynomial ¡ Þ �VÅ has exactly �°ÔB� ���� roots in

���� .
4. Show that the polynomial ¡ Þ ��Ã is irreducible in

�� � � ¡¢� .
5. Let Å�ÐY� ,

Í �%Å�ÎVÃ . Show that there exists a unique ÌÐ ���� such that Ì � ÝaÌ and ÌfÒ�ÅkÄÙØ�ÚxÛgÃhÈ .
6. Prove the following p o l y n o m i a l f o r m o f H e n s e l ’ s l e m m a :

Let Ñ£ÄP¡fÈ�Ð ����	� ¡¢� . Suppose that there exists Ò Ó Ä\¡fÈ�ß�Ó Ó ÄP¡fÈ�Ð ����	� ¡¢� with the properties:

(1) Ò Ó is monic,
(2) ÔAÕPÛaÄ\Ò Ó ÄP¡fÈ!ßIÓ Ó Ä\¡fÈGÈ¯Ý)� in

�
����� ¡¢� , and

(3) Ñ£ÄP¡fÈõÒ/Ò§ÓåÄ\¡rÈÖÓ7Ó§Ä\¡fÈ9ÄÆØ�ÚRÛ@Ã�È .
Then there exist ÒaÄ\¡fÈ�ß�Ó�Ä\¡fÈkÐ �� � � ¡¢� such that Ò is monic, Ñ£ÄP¡fÈ�ÝKÒaÄ\¡rÈÖÓ�Ä\¡fÈ , Ò�ÄP¡fÈ�Ò×Ò§Ó§Ä\¡fÈdÄÙØ�ÚxÛfÃ�È andÓ�Ä\¡fÈ¯ÒaÓzÓJÄ\¡fÈ9ÄÆØ�ÚxÛ@Ã�È .
(Remark: This result guarantees that a suitable monic divisor Ò Ó Ä\¡fÈ of Ñ£Ä\¡fÈ modulo Ã lifts to a monic divisor Ò Ç Ä\¡rÈ
of Ñ£Ä\¡fÈ modulo Ã Ç§Ñ�Õ for every ÏfÐ�� . In the limit ÏYóÙØ we get a monic divisor ÒaÄ\¡rÈ of Ñ£Ä\¡fÈ in

�
����� ¡¢� .)

7. Show that the algebraic closure ¥��� of ��� is of infinite extension degree over �Ú� . (Hint: There exists an irreducible
polynomial in u;�W� ¡?� of every degree èiÐ`� .)

8. For Ì�Ð ���� and ÏfÐY� Ñ define the b i n o m i a l c o e f f i c i e n t Û&ÜÇkÝ áéÝ Ü�ÞQÜ ×EÕàßMáâáâá ÞQÜ ×�ÇLÑ�ÕÖßÇ	ã . Show that:

(a) Û ÜÇ Ý Ð �� � .
(b) The series Z ÇRÊLË Ì Û ÜÇ Ý;ä Ç converges in

�
��� for every ä Ð ���� with  ä  ��Îa� .
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