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Language Mix: Corpora

Social media sources
TWITTER: micro-blog posts from Twitter

COMMENTS: comments from YouTube

BLOGS: blog posts from Spinn3r dataset

FORUMS: forum posts from popular forums

WIKIPEDIA: documents from English Wikipedia

A random sample of 4K sentences was taken from all these sources.

Reference: Baldwin et al. How Noisy Social Media Text, How Diffrnt Social
Media Sources? IJCNLP 2013.
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Language Mix: Overall Findings

Twitter most multilingual (> 50% non-EN), followed by Comments, blogs
and forums

All 97 languages modeled by langid.py found in Twitter and Comments
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Lexical Analysis: Average Word and Sentence length
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Lexical Analysis: Out-of-vocabulary words
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Language Identification
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LangID for Twitter

Why?
Twitter is highly multilingual

What are the challenges?
Short message length: individual documents are generally short.

Lexical variation: There is a lot of fluidity in how a given word is spelled.

Linguistic diversity: A rich mix of languages can be found, with no
“closed-world” guarantee.

Limited labelled corpora: language-labelled corpora of social media data
are few.
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Granularity-level

Huge traffic restrictions for PM’s visit to #blast site mean deserted roads in
#Hyderabad. “Itna sanaata kyon hai bhai?”

document level language identification
We start with the case where the whole tweet belongs to one language only.

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 14 / 25



Granularity-level

Huge traffic restrictions for PM’s visit to #blast site mean deserted roads in
#Hyderabad. “Itna sanaata kyon hai bhai?”

document level language identification
We start with the case where the whole tweet belongs to one language only.

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 14 / 25



Granularity-level

Huge traffic restrictions for PM’s visit to #blast site mean deserted roads in
#Hyderabad. “Itna sanaata kyon hai bhai?”

document level language identification
We start with the case where the whole tweet belongs to one language only.

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 14 / 25



Granularity-level

Huge traffic restrictions for PM’s visit to #blast site mean deserted roads in
#Hyderabad. “Itna sanaata kyon hai bhai?”

document level language identification
We start with the case where the whole tweet belongs to one language only.

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 14 / 25



LI: Approaches

Unicode Block
Idea: Different languages use different scripts.
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LI: Approaches

Unicode Block
Idea: Different languages use different scripts.
e.g., English, French, German, Spanish use Basic Latin, while Russian,
Bulgarian, Serbian use Cyrillic.

Issues
Still, many languages use the same block.

Issues
How many of you use devanagari for messaging in Hindi?
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LI: Approaches

Dictionary based
Compute the intersection with each of the language lexicon.

Declare the highest matching lexicon as the winner.

May also work with a subset, such as stop words.

Issues
Coverage, short text, cognates

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 18 / 25



LI: Approaches

Dictionary based
Compute the intersection with each of the language lexicon.

Declare the highest matching lexicon as the winner.

May also work with a subset, such as stop words.

Issues
Coverage, short text, cognates

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 18 / 25



LI: Approaches

Dictionary based
Compute the intersection with each of the language lexicon.

Declare the highest matching lexicon as the winner.

May also work with a subset, such as stop words.

Issues
Coverage, short text, cognates

Pawan Goyal (IIT Kharagpur) NLP for Social Media: Language Identification July 29, 2016 18 / 25



LI: Supervised Approaches

Input
A document d

A fixed set of classes C = {c1,c2, . . . ,cn}
A training set of m hand-labeled documents (d1,c1), . . . ,(dm,cm)

Output
A learned classifier γ : d→ c
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Supervised Machine Learning
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Bayes’ rule for documents and classes

For a document d and a class c

P(c|d) = P(d|c)P(c)
P(d)

Naïve Bayes Classifier

cMAP = argmax
c∈C

P(c|d)

= argmax
c∈C

P(d|c)P(c)

= argmax
c∈C

P(x1,x2, . . . ,xn|c)P(c)
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Naïve Bayes classification assumptions

P(x1,x2, . . . ,xn|c)

Bag of words assumption
Assume that the position of a word in the document doesn’t matter

Conditional Independence

Assume the feature probabilities P(xi|cj) are independent given the class cj.

P(x1,x2, . . . ,xn|c) = P(x1|c) ·P(x2|c) . . .P(xn|c)

cNB = argmax
c∈C

P(c)∏
x∈X

P(x|c)
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Learning the model parameters

Maximum Likelihood Estimate

P̂(cj) =
doc− count(C = cj)

Ndoc

P̂(wi|cj) =
count(wi,cj)

∑
w∈V

count(w,cj)

Problem with MLE
Suppose in the training data, we haven’t seen one of the words (say pure) in a
given language.

P̂(pure|Hindi) = 0

cNB = argmax
c

P̂(c)∏
x∈X

P̂(xi|c)
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Laplace (add-1) smoothing

P̂(wi|c) =
count(wi,c)+1

∑
w∈V

(count(w,c)+1)

=
count(wi,c)+1

( ∑
w∈V

(count(w,c))+ |V|
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Homework

Get ≥ 15k tweets from Twitter Streaming API and check:

Are all tweets LangID tagged (what %)?

How many different language tags?

Then run langid.py and check:

how many different language tagged?

what % langid.py and Twitter’s API agree/disagree?

what kind of tweets/languages do they disagree?

Now take some of the posts and comments from a public facebook page and
see if langid.py detects the language correctly.
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