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In the next 3 lectures…

• Lecture 5 (Monday): Direct Processing of Social Media Text
• POS Tagging

• Sentiment Detection

• Lecture 6 (Tuesday): Handling multilingual content
• Language Detection

• Processing code-mixed text

• Lecture 7 (Wednesday): Opportunities of SM Text
• Understanding the individual

• Interaction between individuals

• Society and language



Developing SM-specific NLP systems

• Challenges
• SM specific data creation

• SM specific features

• Experiments

• Potential Opportunities
• Leveraging existing (for std. language) techniques, knowledge & resources as 

much as possible

• Leveraging characteristics of social media

En-Hi Tweet 
MT System  

dis za twt यह एक ट्वीट है।



Agenda for Lecture 5

• Case-study 1: POS tagging 
• Basics of POS tagging 

• Gimpel et al. (2011)

• Extensions & Other problems with a similar flavor:

Break (?)

• Case-study 2: Sentiment Analysis
• Basics of Sentiment Analysis

• Pak and Paroubek (2010)

• Extensions & Other problems with similar flavor



Analyzing Language: A Reductionist Approach

Phonetics

Phonology

Morphology

Syntax

Semantics

Discourse

Pragmatics

Sound types

Sound patterns

Words

Sentences

Meaning

Relation between sentences

Unsaid Intentions

Speech processing

G2P, transliteration

Morph Analyzer, POS tagger

Parser, Chunker

Sense Disambiguation

Anaphora resolution

Sentiment detection



Parts-of-Speech Tagging

Input: The panda eats shoots and leaves.
Output: Det NN VBS NNS CC  NNS PUNC

Input: What is your name?
Output: WHP AUX  PP  NN PUNC

How many POS tags are 
there in English?

Can we use the same 
POS tagset for all languages?



Modeling POS Taggers

• Sequence Labeling Problem:

POS Tagger

WordsPOS Tags

T: t1 t2 … tn S: w1 w2 … wn

T* = (S) = argmax Pr(T|S)

= argmax Pr(S|T)Pr(T) Tag sequence 
Model

T

S

Tag to word 
model



Some commonly made assumptions

T* = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃 𝑆 𝑇 𝑃 𝑇

= 𝑎𝑟𝑔𝑚𝑎𝑥 [ 𝑖=1
𝑛 𝑃(𝑤𝑖|𝑡𝑖)]𝑃(𝑇)

= 𝑎𝑟𝑔𝑚𝑎𝑥 [ 𝑖=1
𝑛 𝑃(𝑤𝑖|𝑡𝑖)][ 𝑖=1

𝑛 𝑃(𝑡𝑖 |𝑡𝑖−1𝑡𝑖−2𝑡𝑖−3…)]

= 𝑎𝑟𝑔𝑚𝑎𝑥  𝑖=1
𝑛 [𝑃(𝑤𝑖|𝑡𝑖)P(𝑡𝑖|𝑡𝑖−1𝑡𝑖−2𝑡𝑖−3…)]

= 𝑎𝑟𝑔𝑚𝑎𝑥  𝑖=1
𝑛 [𝑃(𝑤𝑖|𝑡𝑖)P(𝑡𝑖|𝑡𝑖−1)]

Hidden Markov Models 
(HMMs)

WHP AUX PP NN PUNC

who what  where which whose is  are



Estimating Probabilities

• Emission Probabilities P(word|tag)

𝑃 𝑤𝑜𝑟𝑑 𝑡𝑎𝑔 =
𝑐𝑜𝑢𝑛𝑡(𝑤𝑜𝑟𝑑−𝑡𝑎𝑔)

𝑐𝑜𝑢𝑛𝑡(𝑡𝑎𝑔)

• Transition Probabilities (tagi|tagi-1)

𝑃 𝑡𝑎𝑔𝑖 𝑡𝑎𝑔𝑖−1 =
𝑐𝑜𝑢𝑛𝑡 (𝑡𝑎𝑔𝑖−1𝑡𝑎𝑔𝑖)

𝑐𝑜𝑢𝑛𝑡(𝑡𝑎𝑔𝑖−1)

The\Det red\JJ Panda\NP
is\VA a\Det small\JJ
animal\NN that\CNJ
lives\VF in\Pre China\NP



State-of-the-art in POS Tagging

• Technology:
• HMMs

• Conditional Random Fields

• Max-Ent, SVM, Neural Nets

• Data
• Order of millions of words annotated for English

• Order of 100s of thousands in many languages around the world

• Accuracy
• 98% for English

• 90%+ for most other languages



Why do we need POS Taggers

• As a syntactic preprocessing step 

• As features for many other applications:
• Translation

• Information Retrieval

• Named Entity Recognition

• Sentiment Analysis



Case Study I:
POS Tagging for Twitter

Gimpel, Kevin, et al. "Part-of-speech tagging for twitter: Annotation, 
features, and experiments." ACL 2011.



“Our contributions are as follows:



POS Tagset



Tagging Convention



Twitter Specific Features

• TWORTH: Twitter orthography features
• several regular expression-style rules that detect at-mentions, hashtags, URLs.

• NAMES: Frequently-capitalized tokens. 
• How often a token is capitalized.

• TAGDICT: Traditional tag dictionary.

• DISTSIM: Distributional similarity. 
• used 1.9 million tokens from 134,000 unlabeled tweets to construct 

distributional features from the successor and predecessor probabilities for 
the 10,000 most common terms

• METAPH: Phonetic normalization using metaphones



Experiments & Results

• Train: 1000 Tweets (14.5k Tokens)

• Dev: 327 Tweets (4.8k Tokens)

• Test: 500 Tweets (7.1k Tokens)



Related Problems

• Entity Recognition:
• Named Entity: Names of people, places, organization

• Date & time

• How can you model it as a sequence labeling problem?

• Event Recognition



Case Study II: Sentiment Analysis 

Pak, Alexander, and Patrick Paroubek. "Twitter as a Corpus for 
Sentiment Analysis and Opinion Mining." LREC. Vol. 10. 2010.



What is Sentiment?



Sentiment Analysis

• A three way classification:
• Positive

• Neutral

• Negative

Fact or Opinion

Neutral Positive or 
Negative

Positive Negative



Emotion Detection

Reader vs. Writer’s 
emotion



Input Unit

• Documents

• Blogs

• Sentences

• Phrases

• Words

• Tweets



Contributions…



Data Creation



Features

• Word n-grams

• Parts-of-speech tags



POS Tag Distributions: Subjective vs. Objective



POS Tag Distribution: Positive vs. Negative



Results and Conclusions 

• Accuracy reaches around 60 to 70% (where a random baseline will 
have 33% accuracy).

• Best performance with bigrams

• Attachment of “Not” and negation helps

• POS tags help



Some Remarks

• Unlike POS tagging, for sentiment analysis, the accuracy of the off-
the-shelf tools for standard language is not that bad for social media 
data.

• Most of the work leverage on the same set of features as for standard 
language, but train on SM datasets.

• SM specific phenomena are handled during tokenization (removal of 
hashtags or mentions or URLs)



Problems Similar in Flavor

• Humor detection

• Sarcasm detection

• Politeness detection

• Drunk texting detection

… 



Suggested Readings & References
POS Tagging:
• Gimpel, Kevin, et al. "Part-of-speech tagging for twitter: Annotation, features, and 

experiments." ACL 2011.
• Owoputi, O., O'Connor, B., Dyer, C., Gimpel, K., Schneider, N., & Smith, N. A. (2013). 

Improved part-of-speech tagging for online conversational text with word clusters. 
Association for Computational Linguistics.

Sentiment Detection:
• Pak, Alexander, and Patrick Paroubek. "Twitter as a Corpus for Sentiment Analysis 

and Opinion Mining." LREC. Vol. 10. 2010.
• Agarwal, Apoorv, et al. "Sentiment analysis of twitter data." Proceedings of the 

Workshop on Languages in Social Media. Association for Computational 
Linguistics, 2011.



Other References
• Ritter, A., Etzioni, O., & Clark, S. (2012, August). Open domain event extraction 

from twitter. In Proceedings of the 18th ACM SIGKDD international conference on 
Knowledge discovery and data mining (pp. 1104-1112). ACM.

• Ritter, A., Clark, S., & Etzioni, O. (2011, July). Named entity recognition in tweets: 
an experimental study. In Proceedings of the Conference on Empirical Methods in 
Natural Language Processing (pp. 1524-1534). Association for Computational 
Linguistics.

Resources:
Several Twitter tools from CMU: http://www.ark.cs.cmu.edu/TweetNLP/

http://www.ark.cs.cmu.edu/TweetNLP/

