
Practice Problem Set II 

Gaussian Mixture Models, Expectation Maximization, Variational Bayes, Sampling 

(From the text books by Kevin Murphy, and David Barber) 

 

 

 

 

 

 

 



 

 

The angles denote expectation. 

 

Exercise 21.8 Derive the mean field Variational Bayes (VB) for Linear Regression models with suitable assumption 

about the true posterior. 

 

Exercise 21.9 Derive the mean field VB for Gaussian Mixture Models. Derive the expression for ELBO. 

 

 

 

Exercise 24.2 Derive Gibbs sampling steps for a Gaussian Mixture Model with k components. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


