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Deep Neural Networks

• Train a network for certain task, e.g., image recognition

• Find out the optimal weights using gradient descent on some error 
function

• Using the optimal weights predict the output for a new input

• For a given input – only one output 

• Only a single set of weights obtained by optimization – point 
estimates



Deep Neural Networks

• Very successful for several tasks like face recognition, speech 
recognition, text classification

• Some questions yet to be answered for safety critical applications like 
autonomous driving, medical diagnosis
• How confident are the predictions?
• Are there gaps in learning?
• Do we need more training data?

• Why can we train a large network with a small data set? 
(overparametrization)



Limitations of DNN

• No quantification of uncertainty in the predictions  - what is the 
confidence in prediction?

• Point estimate of weights by optimization of training error – might 
not be good for small training data



Bayesian Learning

• Output is not a single prediction but a distribution over predictions

• Parameter distributions are estimated instead of point estimates

• Priors are incorporated to smooth small data estimates



Bayesian Deep Neural Network

• Uses Bayesian approach to handle limitations of deep neural 
networks

• Provides quantification of uncertainty in predicted output

• Takes into account distribution of weights rather than point estimates

• Helps better training of DNN with less training data 



Bayesian Regression

• Regression Model

• Likelihood



Bayesian Regression

• Posterior (distribution over parameter w)

• Posterior Predictive Distribution (marginalisation over w)



Bayesian Model Averaging

• Posterior Predictive Distribution

• Average over infinitely many models weighted by their posterior 
probabilities

• On the other hand MAP finds w by maximizing posterior – point 
estimate (optimization approach)



Quantification of Model Uncertainty

• First Term: Uncertainty in estimate of w – epistemic uncertainty

• Second Term: Noise – aleatoric uncertainty

• Epistemic uncertainty reduces as data increases



Function Space: Gaussian Process



Neural Network Kernel



Deep Kernel Learning



Deep Model Construction



Deep Model Construction



Bayesian Model Construction (Averaging)



Bayesian Model Averaging (BMA) in DNN

• Gradient Descent Weight Optimization



Understanding Loss Surfaces for BMA



Mode Connectivity



Mode Connectivity



Stochastic Gradient Descent Trajectories

• Consider every point along the SGD trajectory as a candidate DNN 
model randomly sampled from a posterior distribution over the 
possible models

• Points on the trajectory in a flat region of the error landscape can be 
averaged (SWA)

• Bayesian marginalization might replace simple averaging assuming a 
Gaussian prior over the weights (SWAG)



SWAG



Trajectory in PCA Subspace



Markov Chain Dropout



Neural Network Priors



Summary



Programming Bayesian Learning

• PyMC3 is a Python package for Bayesian statistical modeling and 
Probabilistic Machine Learning focusing on advanced MCMC and VI. 

• ArviZ is a Python package for exploratory analysis of Bayesian models. 
Includes functions for posterior analysis, data storage, model checking, 
comparison and diagnostics.

• TensorFlow Probability is a library for probabilistic reasoning and statistical 
analysis. As part of the TensorFlow ecosystem, TensorFlow Probability 
provides integration of probabilistic methods with deep networks, 
gradient-based inference using automatic differentiation, and scalability to 
large datasets and models with hardware acceleration (GPUs).


