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Models



Probabilistic Modelling



Motivating Example (Credit: Chris Bishop)





























Probabilistic Modelling in Practice

• Large number of variables with relations between them

• Complex analytic calculations during the inferencing procedure

• Problem of estimating high dimensional probability distributions

• How do we incorporate domain knowledge

• How do we update models





Advantages

• Common semantics

• Compact representation

• Fast Computation

• Ease of Visualization

• Ease of incorporating domain knowledge



Tasks



Types of Graphical Models

• Directed Graphical Models – Nodes: Variables, Edges: Causality
• Bayesian Network

• Undirected Graphical Models – Nodes: Variables, Edges: Correlation
• Markov Random Fields

• Factor Graphs – Combines above two in a general form

• Many others!



Directed Graphical Model

• Decomposition of the joint distribution:

• p(a, b, c) = p(c|b, a)p(b|a)p(a) [not unique]

• Every factorization of the joint distribution is a directed graph

• In the directed graph representation
• Every variable is a node
• The conditionals in the factor corresponding to the variable are represented 

by directed edges

• Just a compact representation. No additional information

• Any distribution can be represented as the graph above. If we drop 
edges we get more restricted distributions.
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DGM

p(x1, x2, x3, x4, x5, x6, x7) = ? 

Arrows may represent causal relationship.



Directed Graphical Models (Bayes Net)



Example: Bayesian Network







BayesNet Structure Implies Conditional 
Independences 

A node is conditionally independent
of its non-descendents given its parent.



Local Conditional Independence Structures



Justification



D-Separation (Global Independences)





Markov Blankets



Independence Maps



Undirected Graphical Models
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Undirected Graphical Models

Markov Random Fields



Undirected Graphical Model



Independences: Undirected Graphical Models



Independences in Undirected Models



Soundness



Image Denoising using MRF



Conditional Random Fields



CRF



CRF





Factor Graphs



Directed Graphs to Factor Graphs



Factor Graphs



Conditional Independences in Factor Graphs



Justification of Independences



Expressive Powers of Directed and Undirected  
Graphs



Inference in Graphical Models



Inference in a Graphical Model



Efficient Computation by Reordering 
Operations



Efficient Computation



Singly Connected DAGs



Belief Propagation (Message Passing)



Factor Graph Propagation



Propagation in Factor Graphs





Example





Eliminating Nodes





Belief Propagation in Directed Graphs





Inference in Multiply Connected DAGs



Junction Tree Algorithm: Step 1



Junction Tree Algorithm: Step 2



Junction Tree Algorithms: Step 3



Junction Tree Algorithm: Step 4



Junction Tree Algorithm: Step 5



Approximate Inference

• Gibbs Sampling

• Variational Inference
• Mean field approximation

• Loopy belief propagation



Gibbs Sampling for Graphical Models



Gibbs Sampling Example



Contd.
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Summary

• Elegant method for representing probabilistic models

• Factorization and Independences

• Exact Inference

• Approximate Inference



Learning Probabilistic Graphical Models

















Maximum Entropy (MaxEnt)



MaxEnt





















Summary

• Graphical models provide a powerful and intuitive framework for 
modelling and inference.

• Directed, undirected and factor graphs.

• Inference by message passing.

• Parameter and structure learning.


