Topic Models and Latent
Dirichlet Allocation



Review of Probabilistic Models

Simple Generative Models Exact Bayesian

Conditional Models — Regression/Classification Exact Bayesian — conjugacy, exp family
Latent Variable — Mixture Models Expectation Maximization

Latent Variable — Mixed Membership/Topic Models Approximate Inference

Graphical Models - Variational Inference

- Directed - Markov Chain Monte Carlo

- Undirected - Other VI: Expectation Propagation, Loopy

Belief Propagation

- HMM - Other Sampling: Collapsed Gibbs, Langevin
Dynamics, Sequential MCMC, Particle Filters



Probabilistic Topic Models

* Given a collection of objects (each object a set of discrete tokens),
find topics in the collection

* Each object annotated as to how much each topic is present in that
object

* Each topic is represented by a collection of token with weights



Example

* Collection of articles published in the journal Science over past century

Words

human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map
information
genetics
mapping
project
sequences

evolution
evolutionary
species
organisms
life
origin
biology
groups
phylogenetic
living
diversity
group
new
two
common

disease
host
bacteria
diseases
resistance
bacterial
new
strains
control
infectious
malaria
parasite
parasites
united
tuberculosis

computer
models
information
data
computers
system
network
systems
model
parallel
methods
networks
software
new
simulations

Topics (Themes)



Motivation

Topic modeling provides methods for automatically organizing, understanding,
searching, and summarizing large electronic archives.

© Discover the hidden themes that pervade the collection.

@ Annotate the documents according to those themes.

@ Use annotations to organize, summarize, and search the texts.

o Also applicable to other types of data, beyond text documents, e.g.,

o Image collection: Each image is a "document” which is a bag of “visual words"



Application: Topic Tracking

"Theoretical Physics" "Neuroscience"

OXYGEN
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Application: Topic Maps
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Application: Image Annotation

SKY WATER TREE SCOTLAND WATER SKY WATER BUILDING
MOUNTAIN PEOPLE FLOWER HILLS TREE PEOPLE WATER

FISH WATER OCEAN PEOPLE MARKET PATTERN BIRDS NEST TREE
TREE CORAL TEXTILE DISPLAY BRANCH LEAVES



Simpler Topic Models

* Naive Bayes — a document has a single topic — mixture of unigram
models

e Latent Semantic Indexing — topic as a low dimensional projection of
word vectors — not a Bayesian model



d

ent Dirichlet Allocation

Seeking Life’s Bare (Genetic) Necessities
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Simple intuition: Documents exhibit multiple topics.



Generative Model Illustration

Topics

gene 0.04
dna 0.02
genetic 0.01

T

life 6.02
evolve 0.01
organism 6.61

/

Topic proportions and

Documents :
assignments

* Each topic is a distribution

brain 0.04
neuron 0.82
nerve 6.61

data 8.02
number 6.62
computer 9.01

Seeking Life’s Bgre (Genetic) Necessities over wo rd S

LD SPRING HARBOR, NEW YORK
* TRATNEY Ny

e Each document is a mixture
of corpus-wide topics

e Each word is drawn from
one of these topics

* We only observe the words

within the documents and

\/.

the other structure are
hidden variables.



Generative Model

To generate a document:

1. Randomly choose a distribution over topics

2. For each word in the document

a. randomly choose a topic from the distribution over topics
b. randomly choose a word from the corresponding topic (distribution over the
vocabulary)

e Note that we need a distribution over a distribution (for step 1)

e Note that words are generated independently of other words (unigram bag-of-
words model)



Notations

e Some notation:

— [31.x are the topics where each (3, is a distribution over the vocabulary
— f4 are the topic proportions for document d

— 04,1 is the topic proportion for topic & in document d

— z4 are the topic assignments for document d

— Z4.n 1S the topic assignment for word n in document d

— w, are the observed words for document d



Plate Diagrams (Graphical Model)

p(x1,x2, x3, y) = p(x1|y)p(x2|y)p(x3|y)p(y)

Nodes are random variables/parameters

Edges are direct influences

Shaded nodes are observed

Structure represents a factorization of the joint
distribution




LDA as a Graphical Model

Per-word
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Proportions
parameter

Per-document
topic proportions

Per-word
topic assignment

Observed
word

] Topic
Topics  parameter
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Distributions in the Model

e Multinomial

e Dirichlet — distribution over distributions



Multinomial Distribution

* A k-dimensional multinomial can be thought of as a k-faced dice
* A sample drawn from the distribution is an integer 1...k

* Parameters of the distribution is a vector [p,, p,, --., P.], representing
the probability of each face. The vector terms add to 1.

* Can also be thought of as a box containing balls of k different colours.
The multiplicity of a colour is proportional to the parameters p..
Sampling is equivalent to drawing a ball with replacement.

o e
o © o o O

p vector




Simplex of the Multinomial Parameters

* The parameters of a k-dimensional multinomial lie in a k-1-simplex

0.2 XY o4

Points at the corners of the simplex has a single outcome
Points on the edges are mixture of fewer number of outcomes
Points near the centre are uniform over the outcomes (less sparse p vectors)



Dirichlet Distribution

* Imagine a party of N persons being held in a triangular room.

* What is the probability of persons being found in a particular position
inside the room/simplex?

Lion
Food

Drinks Tiger Wolf



Dirichlet Distributions




Distribution Functions

1. Multinomial:

K
n!
P(Xy = x4, o, K = Xi0) = P b Xi€0.m) ) Xi=n

X! . xg! -

=
2. Dirichlet: Good for modeling a distribution over distributions
rL . a; _ _
p(6la) = Qi1 @) gt ek a = k — dimensional vector a; >0

[T, T(ay) !
K

variable 8 can take values in the (k — 1) simplex: 6; >0 and Z 6, =1
i=1

Multinomial and Dirchlet are conjugates. Belong to exponential family.



Dirichlet Distribution

Role of parameter @ = (aq, ..., @g):

Efila) = 5

Note that here we are working with symmetric (exchangeable) Dirichlet distributions
meaning @y =+ = Qg

{ar} =1 {ar} =10



Multinomials Generated from Dirichlet

Distributions
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Formal Definition: LDA

Formal definition of the model:

K D N
p(6,0,2,w) = (]_[ p(ﬁiln)) (]_[ p(0ale) | | p(2anl00)p(WanlBrr zd,n))
=1 d=1 n=1

(Balm)~Dir(B) (Bala)~Dir(a) Zgn~Multi(64) Wan~Multi(B,,,)

p(zd,nlgd) — Bd,zdln p(wd,nlzd,nﬁ ﬁl:K) — ﬁzdln,wd,n

Word probabilities for each topic

6, | N G-

Topics




llustration of Generative Process boct
SARS
Lockdown
* Topic Proportion Multinomial  Word Multinomial Cricket
boct IPL, COVID, COVID, COVID /\/LPL

e Topic-Document Dirichlet * Topic-Word Dirichlet

| 'V"-Elections
COVID Cricket

. KKR

IPL4

Hyperparameters: Dirichlet parameters, Doc length, No. of Topics



LDA Generative Process Summary

r\ Multinomials

W1Ww2 W3 w4

Docl
Doc2

Doc3

Doc4

Multinomials

1 T2 T3
0.0 00 0.7
09 00 0.1
0.8 02 0.0
0.0 00 08

T4

0.3

0.0
0.0

0.2

Dir(a)

T1

T2
T3

T4

00 0.1

0.0 0.0

00 0.2

0.0 0.9

0.8

0.7

0.8

0.1

0.1

0.3

0.0

0.0

(N

W1, W1, W2,
W3, Wi

AN

Docl



Why does LDA “work’””?

o LDA trades off two goals.

@ For each document, allocate its words to as few topics as possible.
@ For each topic, assign high probability to as few terms as possible.

* These goals are at odds.

e Putting a document in a single topic makes #2 hard:
All of its words must have probability under that topic.

o Putting very few words in each topic makes #1 hard:
To cover a document’s words, it must assign many topics to it.

* Trading off these goals finds groups of tightly co-occurring words.



Training LDA

Docl
gene
dna
rna

species

mutation

Topicl

Doc2 "\
gene
mutation
crossover
fitness
species

Topic2

Doc3
dna
selection
data
statistics
genetics

Topic3

Doc4
data
computer
analysis
regression
statistics




Training LDA

Docl
gene
dna
rna

statistics
species

gene
gene
gene

Topicl

Doc?2 \

gene
mutation
crossover
dna
species

dna
dna
dna

Topic2

Doc3
dna
selection
gene
statistics
species

statistics
statistics
statistics

Topic3

Doc4
data
computer
analysis
regression
statistics




Training LDA

e Start with an initial random assignment of topics to words

* Keeping topic of all other words constant randomly change topic for
one word —

e Towards the goals —

* Individual docs should be as monochromatic as possible
* Each word should be as monochromatic as possible

* Gibbs sampling



Training LDA

Docl
gene
dna
rna

statistics
species

gene
gene
gene

Topicl

Doc?2 \

gene
mutation
crossover
dna
species

dna
dna
dna

Topic2

Doc3
dna
selection
gene
statistics
species

statistics
statistics
statistics

Topic3

Doc4
data
computer
analysis
regression
statistics




Training LDA

Docl
gene
dna Docl 2 2 0
rna
statistics
species

Topicl Topic2 Topic3

gene Word (gene) 1 0 1
gene

gene

™ %0 Ox1 gene — Topicl
X

Total score



Training LDA: Smoothing

Docl
gene
dna
rna
statistics
species

gene
gene
gene

Topicl Topic2
Docl 2+a 2+a
Word (gene) 1+n 0+ n

(2+ a )x(1+ n)
Total score

Topic3

O+a

n, a
Parameters of Dirichlet distributions
Hyperparameters

1+ n



Training LDA: Smoothing

Docl
gene
dna
rna
statistics
species

gene
gene
gene

Docl

Word (gene)

Total score

Topicl

2+a

1+n

(2+ a )x(1+ n)

Topic2

2+a

0+ n

(2+a)+(0+n)

Topic3

O+a

Assign a topic to gene by generating
a random integer 1-3 with probability
proportional to the total scores

1+ n

(0+a)+(1+n)



Training LDA: Posterior Inference

O~O+O—@ O—10O
< Os | Zan Wan N I N
D K

e The joint distribution of the |latent variables and documents is

[T, p(Bim) TT5=; p(Bala) (TThe, p(2an] 6a)p(Won | i Zan) ) -

» The posterior of the latent variables given the documents is

p(p,0,z|w).



Approximate Inference: Gibbs Sampling

= Generates a sequence of samples from the joint probability distribution of two or
more random variables.

= Aim: compute posterior distribution over latent variable z
= Pre-request: we must know the conditional probability of z
P(zi =j / z-i/ Wi/ di/ )



Gibbs Sampling based Inference

— z; is the topic assigned to the 7th token in the whole collection:;

— d; is the document containing the ith token;

— w; Is the word type of the ith token;

— 7Z_; is the set of topic assignments of all other tokens;

— - is any remaining information such as the o and 7 hyperparameters:

Cﬁ‘W Iy (TDT + «

sV C“”T+H N Y41 CPT +Ta

P(z; = jglz—i,w;, d;, -) o

CWT and CPT

where are matrices of counts (word-topic and document-topic)



Contd..

CT;I»;E T 1 n C*:%T 1

3 - di =
W TWT 1 J T DT | 7.,
Zk::l ij + Wn Zk:l Can +T1a

Pij =

e Using the count matrices as before, where 3;; is the probability of word type ¢
for topic j, and 6, is the proportion of topic j in document d



Gibbs Sampling for LDA

Count number of times a word token w; was

Probability that topic j is chosen for word w;,, assigned to a topic j across all docs

conditioned on all other assigned topics of words

in this doc and all other observed vars. /

T ~DT
Cd ) F;“'r'-" + [ Cy; |+
L)

P{:r:jlz_zq-iir- - 'IT' T
T - DT
S ews 3 o 1
w=1 =1

Count number of times a topic j was already
assigned to some word token in doc d,

unnormalized!

=> divide the probability of assigning topic j to
word wi by the sum over all topics T



xample inference

Seeking Life's Bare (Genetic) Necessities

COLD SPRING H.'I.RH-Clln, ||I‘l.ll_-lluln 'H‘flnh.— Care T || I|| FAr At " Wl Ul i

W genes inthe hu

Hesw miany genes Joes an orgamism meed o comparisen oo the 730
survive! Last week ar the genome mecimg mam gessome, neges Siv Andersson of Uppsal:
here,” taogenome researchers with mdically. Universiey in Sweden, whao arrivad ar the

difterent approaches presented complemen A0 number, Bur coming

WIEE & Cofsen

tary vicws of the Pasic eemes meeded for Life sl ATEWCT Y P nore that just b geneli

y i
LA reseialCE Do, usimge Cosmgaler :.II.'I'\I I:II:I'll'l\.':"\- LA, oITl I-\.|I|.|"|'. A ITROTE HTsE

wU% TEE CONTEPEITe: KNI ST, £oTil | I\.l LTy irg T Ay it ||_'|.";|I, |||,'|"';.,,| At
that 1
130 wernes, o thar the eariest life form ewly sequenced pemome” e
JLi=1 s, sl thiat thee cariiest Lie foerms Y WY seguaenicnd poerome, .
required & mere 128 genes, The - Arcady Mushepi T
vther researcher mopped menes lecular bivdogise ar the National Cenrer
for Bivtechmology Information [NCED
In |:l:'I||-\."\--: i, W: I.. ||'|.,| l'--|_'|'|'|||_l Al

] b o=
A SRS AT I"'l =LI=T400 | with st TS |' Ay |'.,' WAy o orsaing s inye

im o simple parsite and esti
miated] thar for this oreaniam,

; 1780 gurma
'\-::.__, afs _'Il'l'l".ll .|| 11T
I ard CTR 2
il L ! yir sy ' ] 3
b—but char anvehing shore e B T ;
vl 100 woaldn't be enough N R e - o 182 g
g ¥R .
Althonseh thae mombaers o h Fialog

) -
Jiin't pa- i ik garen
I Vanireal

manch precisely, those predicticms | Sophiane a— quer el g

TR e

]
AT

* Ganome Mapping and Saquenc- ——
ing, Gold Spring Harbor, Mew York Stripping down, Compular analysis yelds an est-
May B o 12 miie of the minimum modarn end ancient genames

SCIESCE = Wi

P roba ity

04

L]

0.2

o1

0.0

1 816 26 35 48 56 06 75 86 06

Topics



Topics vs. words

human
genome
dna
genetic
genes
sequence
gene
molecular
sequencing
map
information
genetics
mapping
project
sequences

evolution
evolutionary
species
organisms
life
origin
biology
OTOUPS
phylogenetic
living
diversity
group
new
two
COIMINON

disease
host
bacteria
diseases
resistance
bacterial
new
strains
control
infectious
malaria
parasite
parasites
united
tuberculosis

computer
models
information
data
computers
system
network
systems
model
parallel
methods
networks
software
new
simulations



Visualizing a document

Abstract with the most likely topic assignments

‘Statistical approaches help in the determination of significant configurations in protein and

nucleic acid sequence methods are (i) score-

based sequence analysis that a for characterizing anomalies in [o¢al
sequence textand for sequence (i) quantile haf amino
acid usage that reveal general compositional bi@ses in proteins and evolutionary felations;

and (i) r-scan [SiafiSHigs]that can be|@ppliédito the analysis of Spacings of sequence
markers.

= Use the posterior topic probabilities of each document and the posterior topic
assignments to each word



Document Similarity

= Two documents are similar if they assign similar probabilities to topics

K 2

document-similarity ;. f = Z (v’ g{;*k —y/ g;;k) :
k=1



Extensions of LDA

* Correlated topic models

— Logistic normal prior over
topic assignments

* Dynamic topic models
— Learns topic changes over
time
* Polylingual topic models

— Learns topics aligned
across multiple languages
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Evaluating Topic Models

* Consider a decomposition of a corpus into topics, i.e., {wyg n, Z4.n}. Note
that zy , Is a latent variable.

e For all the observations assigned to a topic, consider the variable {wy ., d}.
This is the observed word and the document it appeared in.

¢ One measure of how well a topic model fits the LDA assumptions is to look
at the per-topic mutual information between w and d.

¢ |f the words from the topic are independently generated then we expect
lower mutual information.

e What is “low”? To answer that, we can shuffle the words and recompute.
This gives values of the Ml when the words are independent.



Ssummary

* The Task of Topic Modeling

— Topic modeling enables the analysis of large (possibly
unannotated) corpora

— Applicable to more than just bags of words

— Extrinsic evaluations are often appropriate for these
unsupervised methods

* Constructing Models

— LDA is comprised of simple building blocks (Dirichlet,
Multinomial)

— LDA itself can act as a building block for other models
» Approximate Inference

— Many different approaches to inference (and learning)
can be applied to the same model



Research Issues

¢ Model interpretation and model checking
Which model should | choose for which task?

* Incorporating corpus, discourse, or linguistic structure
How can our knowledge of language help us build and use exploratory
models of text?

» Interfaces and “downstream” applications of topic modeling
What can | do with an annotated corpus? How can | incorporate latent
variables into a user interface?



