
Topic Models and Latent 
Dirichlet Allocation



Review of Probabilistic Models

Model Inference

Simple Generative Models Exact Bayesian

Conditional Models – Regression/Classification Exact Bayesian – conjugacy, exp family

Latent Variable – Mixture Models Expectation Maximization

Latent Variable – Mixed Membership/Topic Models Approximate Inference

Graphical Models - Variational Inference

- Directed - Markov Chain Monte Carlo

- Undirected - Other VI: Expectation Propagation, Loopy 
Belief Propagation

- HMM - Other Sampling: Collapsed Gibbs, Langevin
Dynamics, Sequential MCMC, Particle Filters



Probabilistic Topic Models

• Given a collection of objects (each object a set of discrete tokens), 
find topics in the collection

• Each object annotated as to how much each topic is present in that 
object

• Each topic is represented by a collection of token with weights



Example

• Collection of articles published in the journal Science over past century

Words

Topics (Themes)



Motivation



Application: Topic Tracking



Application: Topic Maps



Application: Image Annotation



Simpler Topic Models

• Naïve Bayes – a document has a single topic – mixture of unigram 
models

• Latent Semantic Indexing – topic as a low dimensional projection of 
word vectors – not a Bayesian model



Latent Dirichlet Allocation



Generative Model Illustration

• Each topic is a distribution 
over words 

• Each document is a mixture 
of corpus-wide topics

• Each word is drawn from 
one of these topics

• We only observe the words 
within the documents and 
the other structure are 
hidden variables.



Generative Model



Notations



Plate Diagrams (Graphical Model)
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p(x1,x2, x3, y) = p(x1|y)p(x2|y)p(x3|y)p(y) 

• Nodes are random variables/parameters
• Edges are direct influences
• Shaded nodes are observed
• Structure represents a factorization of the joint 
• distribution
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LDA as a Graphical Model





Distributions in the Model

• Multinomial

• Dirichlet – distribution over distributions



Multinomial Distribution

• A k-dimensional multinomial can be thought of as a k-faced dice

• A sample drawn from the distribution is an integer 1…k

• Parameters of the distribution is a vector [p1, p2, …, pk], representing 
the probability of each face. The vector terms add to 1.

• Can also be thought of as a box containing balls of k different colours. 
The multiplicity of a colour is proportional to the parameters pi. 
Sampling is equivalent to drawing a ball with replacement.
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Simplex of the Multinomial Parameters

• The parameters of a k-dimensional multinomial lie in a k-1-simplex

0.2 0.4 0.4

Points at the corners of the simplex has a single outcome
Points on the edges are mixture of fewer number of outcomes
Points near the centre are uniform over the outcomes (less sparse p vectors) 



Dirichlet Distribution

• Imagine a party of N persons being held in a triangular room. 

• What is the probability of persons being found in a particular position 
inside the room/simplex?
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Dirichlet Distributions



Distribution Functions

Multinomial and Dirchlet are conjugates. Belong to exponential family.



Dirichlet Distribution



Multinomials Generated from Dirichlet
Distributions



Formal Definition: LDA



Illustration of Generative Process

• Topic Proportion Multinomial

• Topic-Document Dirichlet

• Word Multinomial

• Topic-Word Dirichlet
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IPL, COVID, COVID, COVID

Doc1
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Hyperparameters: Dirichlet parameters, Doc length, No. of Topics



LDA Generative Process Summary
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Training LDA
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Training LDA
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Training LDA

• Start with an initial random assignment of topics to words

• Keeping topic of all other words constant randomly change topic for 
one word –

• Towards the goals –
• Individual docs should be as monochromatic as possible

• Each word should be as monochromatic as possible

• Gibbs sampling
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Training LDA
Doc1
gene
dna
rna

statistics
species

Topic1 Topic2 Topic3

2 2 0Doc1

gene
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Word (gene) 1 0 1

Total score
2x1 2x0

0x1 gene – Topic1



Training LDA: Smoothing
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Training LDA: Smoothing
Doc1
gene
dna
rna

statistics
species

Topic1 Topic2 Topic3

2+α 2+α 0+αDoc1

gene
gene
gene

Word (gene) 1+η 0+ η 1+ η

Total score (2+ α )x(1+ η) (0+α)+(1+η)(2+α)+(0+η)

Assign a topic to gene by generating
a random integer 1-3 with probability
proportional to the total scores



Training LDA: Posterior Inference



Approximate Inference: Gibbs Sampling

 Generates a sequence of samples from the joint probability distribution of two or 
more random variables. 

 Aim: compute posterior distribution over latent variable z 
 Pre-request: we must know the conditional probability of z

P( zi  = j | z-i , wi , di , . )



Gibbs Sampling based Inference



Contd..



Gibbs Sampling for LDA 
Probability that topic j is chosen for word wi,
conditioned on all other assigned topics of words 
in this doc and all other observed vars.

Count number of times a word token wi was 
assigned to a topic j across all docs

Count number of times a topic j was already 
assigned to some word token in doc di

unnormalized!

=> divide the probability of assigning topic j to 
word wi by the sum over all topics T



Example inference



Topics vs. words



Visualizing a document

 Use the posterior topic probabilities of each document and the posterior topic 
assignments to each word



Document Similarity

 Two documents are similar if they assign similar probabilities to topics



Extensions of LDA



Evaluating Topic Models



Summary



Research Issues


