
Probabilistic Bayesian 
Modelling



Probabilistic Model
• x – an observation (random variable/vector)

• X = {x1, x2, …, xn}, set of observations, evidence, data

• Probabilistic model – a mathematical form which provides stochastic 
information about the random variable x

•  - parameters of a model

• M – hyperparameters of a model



Modelling Goals

• Estimation (of the underlying model parameters) - p(,m|X)
• Understand

• Generate new data

• Prediction  - p(x*| ) or p(x*|X), x* is a new observation

• Model comparison – p(X| 1) > p(X| 2)

• Solving the first goal helps solve the second and third goals



Some probabilities of interest

NB: We are talking about probability distributions and not single (point) probabilities



Maximum Likelihood Estimation



Rules of Probability



Bayesian Estimation



Posterior Distribution



Predictions



Marginal Likelihood



Model Comparison/Averaging



Simple Example (MLE)



MAP Estimate



Bayesian Estimate

Posterior has the same form as prior – conjugate prior



Predictions



Multinomial Model



Dirichlet Distribution



Estimation



Gaussian Models

• Univariate with fixed variance

• Univariate with fixed mean

• Univariate with varying mean and variance

• Multivariate



Fixed Variance Gaussian Model



Bayesian Estimate of Mean

Notion of Sufficient Statistics



Prediction



Fixed Mean Gaussian Model



Gaussian Model: Mean and Variance



Gaussian Model: Mean and Variance

Posterior Predictive Distribution:



Multivariate Gaussian



Multivariate Gaussians



Covariance Matrix



Multivariate Gaussians: Grouped Variables



Conditional Distributions



Conditional Distributions



Multivariate Gaussian

Wishart Distribution: Multidimensional extension of Gamma distribution



Linear Transformation of Random Variables



Linear Gaussian Model



Exponential Family Distributions



Expressing a Distribution in Exp-family form



Gaussian as Exponential Form





MLE on Exponential Families





Bayesian Estimate in Exponential Families



Posterior Distribution



Contd..



Posterior Predictive Distribution



Summary of Single Node Models

• Likelihood, Prior, Posterior, Predictive, Model averaging
• Hyperparameters (Parametric/Non-parametric models)
• Conjugate priors and closed form expression
• Point estimates (MLE, MAP), Distribution Estimates (Bayesian) 
• Generative models

• Bernoulli (coin)
• Multinomial (dice)
• Gaussians (continuous variables)
• Exponential families



Questions


